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In times of increasing polarization and political acrimony, fueled by distrust of government and media disinformation, it is ever more important to understand the cognitive mechanisms behind political attitude change. In two experiments, we present evidence that false beliefs about one’s own prior attitudes and confabulatory reasoning can lead to lasting changes in political attitudes. In Experiment 1 (N = 140), participants stated their opinions about salient political issues, and using the Choice Blindness Paradigm we covertly altered some of their responses to indicate an opposite position. In the first condition, we asked the participants to immediately verify the manipulated responses, and in the second, we also asked them to provide underlying arguments behind their attitudes. Only half of the manipulations were corrected by the participants. To measure lasting attitude change, we asked the participants to rate the same issues again later in the experiment, as well as one week after the first session. Participants in both conditions exhibited lasting shifts in attitudes, but the effect was considerably larger in the group that confabulated supporting arguments. We fully replicated these findings in Experiment 2 (N = 232). In addition, we found that participants’ analytical skill correlated with their correction of the manipulation, whereas political involvement did not. This study contributes to the understanding of how confabulatory reasoning and self-perceptive processes can interact in lasting attitude change. It also highlights how political expressions can be both stable in the context of everyday life, yet flexible when argumentative processes are engaged.
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In an increasingly polarized political landscape, as exemplified by the dramatic U.K. decision to leave the European Union and the acrimonious 2016 U.S General Election, it is ever more important to understand the sources and dynamics of political attitude change. On the one hand, social psychological experiments have indicated that political attitudes can be flexible and sensitive to contextual influences, and that these attitudes either may be constructed in the moment (Bishop, 2005; Converse, 1975, 1964; Haidt, 2001; Zaller, 1992), or easily altered by the deliberation of the respondents (Hall, Johansson, & Strandberg, 2012; Hall et al., 2013). This perspective has long prompted a concern about the power of corporate capital and the political elite to shape the public political power of corporate capital and the political elite to shape the public
agenda (Bullock, 2011; Burke, 1774). More recently, it has led to a common recognition of the malicious persuasive potential of fake news spreading through social networks and media outlets (McNair, 2017). On the other hand, longitudinal studies have demonstrated a remarkable stability in political attitudes over the life span, and traced their genesis to developmental context and personality traits (Gerber, Huber, Doherty, & Dowling, 2011; Hatemi et al., 2009; Hooge & Wilkenfeld, 2008; Lewis, 2018). One large-scale study found that partisan affiliation remained unchanged when measured over the course of almost four decades (Sears & Funk, 1990). They also found that only a minority of the individual attitudes fluctuated, and that these fluctuations occurred in incremental and consistent ways (see also Alwin, 1994; Sears, 1983). Similarly, much work within political science has underlined stability and resistance to change as central characteristics of political attitudes (Bartels, 2002). In light of this, when a recent study of door to door canvassing showed how 10 min of induced perspective taking could change participants’ attitudes toward transgender persons (Broockman & Kalla, 2016), it was widely seen as a political sensation (Ledford, 2016).

But how can these differing perspectives, one focusing on attitude stability and the other on attitude flexibility, be reconciled? Here we use the choice blindness paradigm (CBP) to contribute to these questions. In the original CBP study (Johansson, Hall, Sikström, & Olsson, 2005), participants decided which face they found most attractive in a pair, but sometimes the opposite alternative was presented as their actual choice. The results showed that participants often failed to notice these manipulations, and instead accepted the false feedback as their preferred choice. In addition, participants readily gave verbal explanations of why they preferred the manipulated outcome, thus confabulating reasons for a choice they did not make. These results indicated a striking dissociation between the act of making a choice and its later justification and highlight the perils of assuming infallible self-knowledge about preferences, as is common in cognitive and economic models of decision making (Johansson et al., 2005).

The CBP, and its underlying methodology of creating dissociations between action and outcome, has since been widely replicated in a variety of different domains. These include taste preferences in a supermarket setting (Hall, Johansson, Tärning, Sikström, & Deutgen, 2010), financial decisions (McLaughlin & Somerville, 2013), eye-witness testimony (Sagana, Sauerland, & Merckelbach, 2016), haptic feedback (Steenfeldt-Kristensen, & Thornton, 2013), and speech intentions (Lind, Hall, Breidegard, Balkenius, & Johansson, 2014). Recent work has also demonstrated interesting downstream effects of accepting the false feedback in the CBP, both on later memories for past choices (Pärnamets, Hall, & Johansson, 2015), and for later preferences themselves (Johansson, Hall, Tärning, Sikström, & Chater, 2014; Luo & Yu, 2016; Taya, Gupta, Farber, & Mullette-Gillman, 2014). In these latter experiments, not only are the participants’ ratings of alternatives influenced, but also their later choices so that they become more likely to choose an alternative they previously received false feedback about choosing.

The format of the decisions in the CBP, which includes both deliberation and explanation, makes it well suited for application to political attitudes, where this type of explicit reasoning often is highlighted as an important ideal (Anand & Krosnick, 2003; Druckman, 2004; Taber & Lodge, 2013). In previous work, we have demonstrated that salient moral (Hall et al., 2012) and political attitudes (Hall et al., 2013) are susceptible to false feedback manipulations. In these studies, participants’ responses were reversed to indicate the opposite of what they had answered, and more than half of these manipulated responses were accepted by the participants as being their original attitudes. Yet, it is unclear whether CBP can induce lasting attitude change, as the participants in these studies were debriefed about the false feedback soon after the study and were reacquainted with their original answers. Using faces as stimuli, Taya et al. (2014) found preference change resulting from the false feedback in the short-term, but no effect when measured a week later. However, the influence of the false feedback in Hall et al. (2013, 2012) was considerable, and it is likely it might have been sustained if the debrief had been postponed and the participants queried at a later time. Thus, the first aim of the current study is to investigate whether false feedback about one’s own survey responses can result in lasting change to one’s political attitudes.

Second, if this is the case, what might the mechanisms be? In a classic study, Janis and King (1954) used role playing as a manipulation and had participants actively arguing for hypothetical future events, such as an estimation of the amount of movie theaters still open in three years’ time. They found that participants who expressed verbal arguments in favor of an estimate were more likely to change their attitude to correspond with it, compared with a passive control group that did not verbally engage with the issue. They also found that participants in the experimental condition reported a higher confidence in their attitude. Similar kinds of attitude change have also been reported for groups, for example, when groups’ jointly decided attitudes toward specific issues were rated as more extreme compared with the mean original rating of each individual (Kogan & Wallach, 1967). In particular, the attitudes of actively discussing groups changed more compared with groups that only listened to recordings of another group’s discussion (Kogan & Wallach, 1967; Isenberg, 1986). In another more recent line of work, Clarkson, Tormala, and Leone (2011) found that if participants get to think about an object for up to 300 s compared with 60 s, their confidence regarding their own attitudes directed at this object was increased and their attitudes became more extreme. In Barden and Tormala (2014), participants’ attitude strength was similarly influenced by how they experienced their own arguments: the more arguments the participants expressed in favor of a cause, the stronger their proattitude for that cause became. These findings illustrate that the perception and verbalization of one’s own reasoning processes can largely impact one’s attitudes (Knowles & Linn, 2004; Tormala & Petty, 2002).

Reasoning is a core element in the CBP, because participants are asked to verbally explain their (putative) choice (Johansson, Hall, Sikström, Tärning, & Lind, 2006). What is interesting is that we can be certain that these explanations are confabulatory, because the participants give reasons for a choice they in fact did not make (Johansson et al., 2005). The majority of previous research on confabulation has described it as a clinical spectrum disorder (Fotopoulou, Conway, & Solms, 2007; Hirstein, 2009). Confabulation has also been implicated in (false) memory formation (Bernstein, Laney, Morris, & Loftus, 2005; Loftus & Zanni, 1975), and there are indications that it might be prevalent in typical peoples’ everyday lives (French, Garry, & Loftus, 2009). This possibility is strengthened by the lack of semantic and emotional differences
found in CBP contrast analysis between the nonmanipulated and manipulated verbal reports (for detailed analyses of such reports, see Johansson et al., 2005, 2006 and Hall et al., 2012). Potentially, the process behind all introspective reports might be confabulatory at its core (Dennett, 1987). However, without a wedge like CBP to get between the decisions of the participants and their reports, it is difficult to question the subjective authority of the participants. Consequently, the impact of confabulatory reasoning on attitude change has not been studied at all. Because confabulatory reasoning has been found to strengthen false beliefs, and because depth of reasoning in general can influence attitudes, we hypothesized that the amount of confabulation a participant engages in when justifying a false feedback response will increase the self-induced attitude change, as well as its persistence over time.

To investigate this as well as the longevity of attitude change following false feedback, we conducted two experiments. In Experiment 1 our participants filled out a political attitude survey on several specific political issues in the areas of health care, education, and environment. They then received false feedback about some of their responses to these issues (see Figure 1). Half of the participants were assigned to the Acknowledge condition, and asked to merely acknowledge their responses, whereas the other half was assigned to the Confabulation condition and asked to give verbal explanations behind some of their responses. We then asked participants to state their attitudes to the same issues a second time, a few minutes after having been confronted with the false feedback. Participants were also invited to a third attitude survey one week later. In Experiment 2 we sought to replicate the findings of Experiment 1, as well as adding additional measures to investigate some possible moderators of the reported effects.

**Experiment 1**

**Method**

**Participants.** We recruited a total of 150 participants (91 females), with an average age of 22.7 years (SD = 3.0), at Lund University campus. Ten participants were excluded from the final analysis: of these four participants did not show up for the second session, and six experienced a malfunction with the experimental apparatus. One hundred forty participants were included in the final analysis. Participants received two cinema vouchers in exchange for their participation in two experimental sessions, roughly one week apart (average 6.3 days (SD = 1.8)). At the start of the experiment, we described the general purpose and the outline of the experiment, but without telling the participants that some of their answers would be manipulated. We also informed the participants that they could quit the experiment at any time and request their data to be erased. All participants were fully debriefed after the second follow-up of the experiment, before consenting to their anonymized data to be used by signing a consent form. The participants that did not show up for the second follow-up were not included in the final analysis.

![Figure 1](https://example.com/figure1.png)

**Figure 1.** Manipulation. Participants rate to what extent they agree with a political statement as well as their level of confidence on a visual-analog scale ranging from 0% to 100% (A). After responding to all 12 statements, participants are asked to go over four of the responses together with the experimenter. At this stage, the application has moved two of their responses to the opposite side of the scale. The manipulation moves the responses across the midline and randomly place them between 15% and 35%, or 65% and 85% (B). In the acknowledge condition, participants are asked to just verify their responses. In the confabulation condition, they are also asked to explain the reasons behind each response (C). Participants can always change a response by clicking the change button (A–C). See the online article for the color version of this figure.
debriefed over the telephone. The experiment was approved by the Lund University Ethics board, D.nr. 2008–2435.

Materials and design. Three questionnaires were administered during the experiment. One questionnaire was a tablet application specifically developed for giving participants false feedback about their survey ratings, the Self Transforming Survey. It was developed in the programming language Python with Django framework as a backend on the server side. The front end was coded in HTML, CSS bootstrap, and the dynamical functionality in Javascript with the help of JQuery library. The remaining two surveys were regular pen and paper surveys. Further, an audio recorder was used to capture the verbal reports given by the participants.

The political statements were divided into three categories: health care, education, and environment. Six of the statements were used in all three questionnaires. Of these six, four were target statements that were randomly assigned as either manipulated or nonmanipulated, taken from the environment and education categories. All statements concerned salient political topics in Sweden at the time of the experiment and were constructed to state a proposed policy and give a brief explanation of that policy. One example of a target statement:

The Swedish elementary school should be re-nationalized. Local municipalities would then lose some influence, and the state would become head of the school and assume the responsibility for resource allocation and quality assurance. [See OSF repository for complete list of statements.]

Procedure. The experiment consisted of three sessions: initial rating and interaction with the manipulated and nonmanipulated responses (T1); a second rating session following their interaction with the experimenter and their initial ratings (T2); and a third rating session around one week later to measure lasting attitude change (T3). The participants were randomly assigned to one of two conditions: Acknowledge or Confabulation.

The experiment proceeded as follows: the participants were recruited from the common areas of a university building and asked whether they would be willing to answer a political questionnaire. If they accepted, participants were brought to a separate room and filled out the survey, as well as when going over the ratings with the experimenter, the participants always had the option to change their rating should they feel that it did not reflect their attitude toward a particular issue. If the participants hesitated, or behaved like something was wrong, the experimenter informed them that they could change their response by clicking change and then draw another rating. A manipulation was automatically registered as corrected when the participants clicked the change button and drew a new rating on the scale.

The participants were scheduled to return in one week for the second follow-up, which took place on average 6.3 days ($SD = 1.8$) later. These are referred to as T3 ratings. The questionnaire also contained 12 political statements: six from the first questionnaire, including the two manipulated and the two nonmanipulated statements, as well as six new statements. The participants were told that it was possible that some of the statements that they had already responded to on the application might reappear, because they were all randomly drawn from the same bank of statements.

After the tablet survey and the interaction with the four target statements was finished the participants were asked to fill out another questionnaire, this time on paper. These ratings are referred to as T2 ratings. The questionnaire contained 12 political statements: six from the first questionnaire, including the two manipulated and the two nonmanipulated statements, as well as six new statements. The participants were told that it was possible that some of the statements that they had already responded to on the application might reappear, because they were all randomly drawn from the same bank of statements.

The participants were debriefed in full, and signed data release statements.

Analysis. All ratings were converted to a 0–100 mm scale to facilitate comparisons between mediums (i.e., STS (T1) and paper-pen (T2 and T3)). For our analyses we used the ratings in two ways, outlined here.

First, we investigated whether attitude strength at T1 predicts correction in the task. To simplify the analysis, we converted the attitude ratings to a 0–50 scale. This was done by centering the scale, so it ranged from $−50$ to $+50$ and then used the absolute
resulting values. Thus, a rating of 0 (maximum disagree) and a rating of 100 (maximum agree) would both correspond to an attitude strength of 50 (maximum strength). A rating of 50 (no opinion or undecided) would be 0 on the attitude strength scale.

Second, for the main dependent measure, attitude change, we wanted to analyze changes to the participants’ stated attitudes over time. To do this, we first needed to realign the attitude ratings, to make them comparable regardless of whether the participants agreed or disagreed with the statements. This was done at all time-steps of the experiment. We then used the realigned ratings to measure the difference between the original attitude (T1) and later attitudes (at T2 and T3). Both steps are described below.

Participants’ ratings on the 0–100 mm scale were numerically realigned to facilitate comparison between participants who would otherwise have opposing opinions on an issue. For statements where the participants’ T1 ratings were under the midline of the scale (<50), all ratings from that participant to that statement were flipped over the midline. For example, if the participants responded 25 at T1, 60 at T2, and 30 at T3 to some statement, these values were recoded to 75 at T1, 40 at T2, and 70 at T3. For statements where the participants’ T1 ratings were over the midline of the scale (>50), no changes were made. All participants’ ratings at all time-steps of the experiment are shown on the same directional scale.

Because our main hypotheses concerned attitude change, the T2 and T3 ratings were analyzed as differences compared with the original T1 rating. A negative difference represents a movement in the attitude toward or beyond the midline, and for manipulated trials, in the direction of the false feedback. Referring back to our earlier example, if the participant’s realigned rating at T1 was 75 and the rating at T2 was 40, this represents an attitude change score of –35. We refer to such changes as a weakening of the attitude. Conversely, if the participant’s rating at T1 was 75 but the rating at T2 had been 80, this represents an attitude change score of +5, and is described as a strengthening of the attitude.

We analyzed our data using (generalized) linear mixed-effects models using the lme4 package in R. Random-effects were modeled as per participant intercepts and slopes mirroring the full fixed-effects structure, or the maximally permitted structure that would converge (Bates, Maechler, Bolker, & Walker, 2015). Significance of fixed-effects was assessed using Wald chi-square tests as implemented in the car package (Fox & Weisberg, 2011). We report marginal model $R^2$ for the fitted models, describing the proportion variance explained by the fixed-factors, using the piecewiseSEM package (Lefcheck, 2016), which is a variance explained measure specific for mixed-effects models. For interpretation of effects we report unstandardized beta coefficients from our analyses and their standard errors, which can be interpreted on the 0–100 mm scale.

Results

Correction of manipulated responses. Of the 277 manipulated (M) trials, 134 (48.4%) were corrected by the participants, meaning 51.6% were accepted. Average by participant correction rate was 1.0 trials ($SD = 0.8$). Forty-five (32%) participants made no corrections, 56 (40%) made one correction, and 39 (28%) made two corrections. All participants and trials were included in the analyses.

Effects of confidence, attitude strength, and condition on correction. In the Confabulation condition, participants corrected 53.3% of manipulations, whereas participants in the Acknowledgement condition corrected 43.6% of manipulations. Average attitude strength was $M = 23.1$, $SD = 14$, on a 0–50 scale where 0 represents the indifference point. Next to each political statement, the participants also rated how confident they felt about their response. Average confidence was high with an average of 63 of 100 ($SD = 23$). Confidence was higher for Corrected trials ($M = 70$, $SD = 22$) than for Accepted trials ($M = 56$, $SD = 23$; Welch t test $t(191.77) = 5.88$, $p = 1.78 \times 10^{-5}$). Confidence was highly correlated with attitude strength, $r = .64$, 95% CI [.59, .69].

We analyzed the effects of confidence, attitude strength, and confabulation condition on the probability of correcting the manipulation. Both confidence and attitude strength were standardized prior to analysis to aid model convergence, whereas condition was deviation coded (Confabulation = 0.5). We found a significant interaction between confidence and attitude strength, $\chi^2(1) = 8.09$, $p = .0044$, but no other significant effects, with marginal model $R^2 = .246$. The regression coefficients of confidence and attitude strength were all positive, indicating that participants were most likely to correct attitudes which were both extreme and confidently held (see Table 1).

Effect of manipulation and correction on future ratings. We tested the effect of the false feedback during the two follow-up surveys (T2 and T3) in two regressions. In the first, we regressed attitude change on manipulated versus nonmanipulated trials together with an interaction with time. All variables were dummy coded taking T2, nonmanipulated trials as reference levels. In the analysis of Correction of manipulated responses, of the 277 manipulated (M) trials, 134 (48.4%) were corrected by the participants, meaning 51.6% were accepted. Average by participant correction rate was 1.0 trials ($SD = 0.8$). Forty-five (32%) participants made no corrections, 56 (40%) made one correction, and 39 (28%) made two corrections. All participants and trials were included in the analyses.

| Table 1 |
|-------------------------|-----------------|-----------------|-----------------|-----------------|
| **Effect**               | **Estimate**    | **Standard error** | **Wald χ² (df = 1)** | **p value** |
| Intercept                | −.51            | .26              | —                | —              |
| Confidence               | 1.05            | .33              | 3.48             | .062           |
| Attitude strength        | .13             | .27              | 1.28             | .26            |
| Condition                | .38             | .50              | 2.06             | .151           |
| Confidence × Attitude strength | .65 | .22              | 8.09             | .0044          |
| Confidence × Condition   | .11             | .55              | .94              | .36            |
| Attitude strength × Condition | .10 | .54              | 2.25             | .11            |
| Confidence × Attitude strength × Condition | .40 | .40              | 1.02             | .31            |

*Note.* For all predictors Wald chi-square and $p$ values are also reported.
second, we regressed attitude change on accepted versus corrected manipulated trials, disregarding nonmanipulated trials, together with an interaction with time. All variables were dummy coded taking corrected trials at T2 as reference levels. We report each regression in turn.

The first regression tested whether attitude change differed on average between manipulated (M) and nonmanipulated (NM) trials. We found significant main effect of Manipulation, $\chi^2_{(1)} = 39.23, p = 3.73 \times 10^{-10}$, as well as a significant interaction between Time and Manipulation, $\chi^2_{(1)} = 31.64, p = 1.93 \times 10^{-8}$, but no main effect of Time, $\chi^2_{(1)} = 2.41, p = .12$, with model marginal $R^2 = .09$. Interpreting the coefficients, participants were highly accurate in restating their original attitude in T2 during nonmanipulated (NM) trials ($b_{\intercept} = -1.1, SE = 0.9$), and this changed little from T2 to T3 ($b_{T3} = -1.2, SE = 1.2$). There was a large weakening of attitudes at T2 for manipulated (M) trials ($b_M = -12.8, SE = 1.6$), which was attenuated at T3 ($b_{T3M} = 8.2, SE = 1.7$).

We additionally examined whether initial confidence predicted later attitude shifts, by comparing the model fitted above, with one including an additional standardized confidence term and all interactions with Manipulation and Time. However, including the confidence term did not significantly improve fit, $\chi^2_{(1)} = 6.17, p = .09$, and the fitted coefficients of confidence indicated that any effects were negligibly small ($b_{Conf} = 0.5, SE = 1.0$; $b_{ConfM} = 2.0, SE = 1.4$; $b_{ConfT3} = 0.4, SE = 1.3$; $b_{ConfT3M} = -2.5, SE = 1.9$). The second regression contrasted accepted (A) and corrected (C) manipulated trials, subssetting the data to only include manipulated trials. We found a significant main effect of Correction, $\chi^2_{(1)} = 98.52, p = 2.22 \times 10^{-16}$, and of Time, $\chi^2_{(1)} = 33.09, p = 8.79 \times 10^{-9}$, as well as a significant interaction between Time and Correction, $\chi^2_{(1)} = 11.21, p = .00082$, with model marginal $R^2 = .24$. Interpreting the coefficients, participants displayed virtually no directional change in attitudes at T2 during corrected trials ($b_{\intercept} = -2.5, SE = 1.3$), and this changed little from T2 to T3 ($b_{T3} = 2.8, SE = 1.8$). Consistent with our hypotheses, we found a large weakening of attitudes in T2 for accepted (A) trials ($b_A = -21.6, SE = 2.2$), an effect that was attenuated at T3 ($b_{T3A} = 8.3, SE = 2.5$). To summarize: we found evidence of directional attitude change following from accepted but not for corrected false feedback trials. The effects where largest at T2 but remained robust at T3.

**Qualitative shifts in position.** Given the changes in ratings at T2 and T3, we examined the proportion of the trials that crossed the midline of the attitude scale, indicating a qualitative shift compared with the original T1 attitude. At T2, 73% of responses represented such a shift for Accepted trials, compared with 10% for Corrected trials and 11% for Non-Manipulated trials. At T3, where the attitudinal effects of the manipulation were attenuated, 41% of responses were still qualitatively shifted for Accepted trials compared with 10% for Corrected trials and 12% for Non-Manipulated trials.

**Effect of confabulation on future ratings.** We investigated the effect of Confabulation condition (dummy coded with the acknowledge condition as reference level), on subsequent attitude change. We first analyzed all trials, following the same analytical strategy as above, contrasting manipulated and nonmanipulated trials including interactions with Time and Confabulation condition. We found no main effect of Confabulation, $\chi^2_{(1)} = 0.0082, p = .93$; $b_{CONFAB} = -0.1, SE = 1.9$, nor any interaction with Manipulation, $\chi^2_{(1)} = 1.42, p = .23$; $b_{MCONFAB} = -3.0, SE = 3.1$, Time, $\chi^2_{(1)} = 0.83, p = .36$; $b_{T3CONFAB} = -1.7, SE = 2.4$, or three-way interaction, $\chi^2_{(1)} = 0.01, p = .92$; $b_{MT3CONFAB} = -0.4, SE = 3.4$ (see also Figure 2A and 2B). This shows that participants’ attitude stability in general was not affected by the method of restating their attitudes. The remainder of the analysis yielded coefficients consistent with previous results (see Supplemental results).

Previously we showed that attitude change was only present for accepted manipulated trials. Therefore, we again subset the data on manipulated trials and contrasted corrected (C) and accepted (A) trials, including interactions with Time and Confabulation condition. We found that participants displayed no directional attitude change in T2, corrected trials in the acknowledge ($b_{\intercept} = -2.9, SE = 2.2$) or confabulation conditions ($b_{CONFAB} = -0.2, SE = 3.1$; see Figure 2C), with similar results for T3 trials ($b_{T3} = -1.9, SE = 2.8$; see Figure 2D). There was a large directional attitude change for the accepted trials ($b_A = -16.7, SE = 2.8$; $\chi^2_{(1)} = 124.14, p < 2.2 \times 10^{-16}$). Importantly, in line with this we found main effects of Condition, $\chi^2_{(1)} = 4.81, p = .028$, and Time, $\chi^2_{(0)} = 30.74, p = 3.03 \times 10^{-9}$, and these were qualified by interactions between Correction and Condition, $\chi^2_{(1)} = 8.33, p = .0039$, and between Correction and Time, $\chi^2_{(1)} = 10.71, p = .0011$. Taken together, this means that the directional changes of accepted trials were, as hypothesized, enhanced in the Confabulation condition at T2, meaning a further weakening of the original attitude ($b_{ACONFAB} = -9.6, SE = 4.0$). Attitude changes were attenuated at T3 ($b_{AT3} = 7.7, SE = 3.6$). The interaction between Correction and Time, $\chi^2_{(0)} = 0.77, p = .38$; $b_{CONFABT3} = -1.5, SE = 3.7$, and the three-way interaction were not significant, $\chi^2_{(1)} = 0.078, p = .78$; $b_{ACONFABT3} = -1.4, SE = 5.1$. Model conditional $R^2 = .26$.

**Summary of Experiment 1.** We investigated whether false beliefs about one’s own political attitudes, and confabulatory reasoning, could lead to lasting changes in these attitudes. We gave participants false feedback about some of their responses on a political survey, and asked half of them to merely acknowledge their responses, and the other half to also give verbal explanations to their responses. As expected, about half of the manipulations were accepted by the participants as being their own responses. Participants’ future attitudes were strongly influenced by the false feedback, both directly following the manipulation and one week later. Additionally, we found that the attitude change was considerably larger if participants were asked to verbalize arguments, compared with only acknowledging its position.

**Experiment 2**

Experiment 2 was conducted with two aims in mind. The first was to run a high-powered direct replication of the findings in Experiment 1. The second was to investigate some possible factors that could moderate acceptance of the manipulation and the attitude change observed in Experiment 1. These factors are introduced below.

Our main finding in Experiment 1 was that attitude change is greater following confabulatory reasoning during the false feedback as compared with when only acknowledging the manipulated
answer. One question that arises from this concerns what relation
participants’ confabulation stands to their later attitude change.
One possibility is that merely engaging in the production of
reasons gives an encoding advantage to the new attitude, leading to
a greater shift in the participant’s attitude. Alternatively, partici-
pants’ attitude change might reflect a gradual depth of processing,
as could be seen in the quantity of arguments given for the false
feedback attitude. One simple unobtrusive measure is the amount
of time participants spend engaging with the false feedback before
answering the next question. If the magnitude of the participants’
confabulatory argumentation is helping them cement their new
attitude, we should expect the size of attitude change to be posi-
tively correlated with the length in time of their confabulatory
engagement. To test this, we measured participants’ talking time
during the false feedback phase of the experiment.

A dominant view in much recent theorizing about information
processing and reasoning, particularly in the political domain, has
been that it is susceptible to the influence from strong motivational
forces (Jost & Amodio, 2012; Kunda, 1990, 1987; Taber, Lodge,
& Glathar, 2001). On this view, implicit motives, such as the need
to be right about an issue, or to behave according to one’s ide-
ological values, can shape the interpretation of political information
and the construction of reasons for having a belief (Jost & Amodio,
2012). This type of inferred justification strategy is supposedly
used when there is a discrepancy between a belief and the external
evidence contradicting the basis of that belief, and may help
explain how people evaluate facts (Ditto & Lopez, 1992) and why
some people label news as fake if they come from media houses
with a political agenda opposite to their own (Flynn, Nyhan, &
Reifler, 2017). In our study, participants faced a dilemma of sorts
when viewed through a motivational lens. On the one hand, they
should be motivated to defend their initial political attitudes which
will, by definition, conflict with the false feedback. On the other,
they should be motivated to defend their stated attitude, that is,
whatever is presented to them as being their own attitude. To
investigate the impact of global political beliefs on level of accep-
tance and attitude change, we therefore included a general measure
of political involvement and a left- to right-wing ideology scale.

Recently, motivated cognition in politics has also been related to
peoples’ cognitive style. One common measure is the Cognitive
Reflection Test (Frederick, 2005), which is hypothesized to cap-
ture individual differences in reflexivity and critical reasoning
(Bialek & Pennycook, 2017; Pennycook & Ross, 2016). Kahan
(2013) found that high Cognitive Reflection Test (CRT) scores
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Figure 2. Attitude change. Average attitude change compared with original (T1) ratings. A negative difference
indicates a weakening of the original attitude. For manipulated trials this always means a change in direction
toward the rating indicated by the false feedback. (A–B) Attitude change in T2 (A) and T3 (B) for Non-
Manipulated and Manipulated trials split by Confabulation condition. (C–D) Attitude change for Manipulated
trials only. Difference shown in T2 (C) and T3 (D) for Corrected and Accepted trials, split by Confabulation
condition. Error bars are 95% CI.
associated with greater propensity to engage in politically motivated reasoning. Similarly, higher CRT scores were also found to predict the ability to discern fake news (Pennycook & Rand, 2017). Although the false feedback presented to participants in our experiments is not exactly “fake news,” it is counterfactual and runs against their prior attitudes. Hence, we can expect that higher CRT scores should correlate with correcting the false feedback.

In sum, we attempted a direct replication of our findings from Experiment 1, adding measures of confabulatory reasoning, political attitudes, and a CRT task.

Method

Participants. We recruited a total of 264 participants based on prior power calculations indicating that 240 participants would give high power to detect the crucial Correction and Confabulation condition interactions (>95%). Power was calculated based on the regression coefficients for the model estimated in Experiment 1 including Confabulation condition and Correction as factors analyzing attitude change for manipulated trials. We simulated data based on the estimated random and fixed effects, as well as the correction rates observed in Experiment 1 (Gelman & Hill, 2007). Thirty-two participants failed to show up for the T3 measurement or experienced equipment malfunction. The final sample therefore consisted of 232 participants (146 male, 85 female, one not identified), with an age range of 18–52 (M = 23.6, SD = 4.6).

Participants received two cinema vouchers in exchange for their participation in two experimental sessions, roughly one week apart (average 6.8 days [SD = 0.9]). Participant information and debriefing followed the procedures described for Experiment 1. The experiment was approved by the Lund University Ethics board, D.nr. 2016–1046.

Materials and design. The choice blindness and attitude change setups were identical to Experiment 1 (a combination of the STS and paper-pen surveys), including the political statements. CRT, political involvement, and left–right ideology were assessed on additional paper surveys. CRT consisted of the following questions, presented on separate pages: “(1) A bat and a ball costs $1.10 in total. The bat costs $1.00 more than the ball. How much does the ball cost? [answer in cents] “(2) If it takes 5 machines 5 min to make 5 widgets, how long would it take 100 machines to make 100 widgets? [answer in minutes] “(3) In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48 days for the patch to cover the entire lake, how long would it take for the patch to cover half of the lake?” [answer in days].

Political involvement was assessed with the following items: “(1) In your daily life, how engaged in political issues would you say that you are?” “(2) Are you engaged in any of the following: (a) political party, (b) environmental organization (such as Greenpeace; c) school organization (such as a teacher association)?” [yes/no]. Left–Right ideology was assessed using a scale with endpoints going from left to right. Further, participants stated their education level, education subject, age and gender. The political-, educational-, and demographical items were assessed on the final page. Just as in Experiment 1, a tape recorder was used to capture the verbal reports, and a timer was used to clock speaking time.

Procedure. Experiment 2 followed exactly the same procedure as Experiment 1, with two extensions. First, questionnaires measuring CRT, political involvement, and ideology were administered during the final session (T3), after the participant had completed the political attitude surveys, but before the debriefing. Second, the experimenter timed the participants’ argumentation/confabulation using a timer on the computer. This way, the additional measures in Experiment 2 were unobtrusive and did not interfere with the direct replication of Experiment 1.

Analysis. We followed the same analytical strategy as for Experiment 1 with two additions. First, we also estimated random effects (intercept and slopes) grouped by stimulus ID to improve the generalizability of our estimates. Again, random effects were entered as maximal or the maximal that would converge. Second, to provide combined estimates of the effects from both experiment, we conducted an analysis of our main findings on the combined dataset using Bayesian estimation techniques of the maximal multilevel model using the brms package (Buerkner, 2016). For information about priors, see the online supplemental material.

Results

Correction of manipulated responses. Of the 464 manipulated (M) trials, 234 (50.4%) were corrected by the participants, meaning 49.6% were accepted. Average by participant correction rate was 1.0 trials (SD = 0.8). Sixty-eight (29%) participants made no corrections, 94 (41%) made one correction, and 70 (30%) made two corrections. All participants and trials were included in the analyses.

Predictors of correction. Participants correctly 55.6% of manipulations in the Confabulation condition, whereas participants in the Acknowledge condition corrected 45.7% of manipulations. Average attitude strength was M = 26.4, SD = 15, on a 0–50 scale where 0 represents the indifference point. Participants also rated how confident they felt about each response. Average confidence was high with an average of 68 of 100 (SD = 25). Confidence was higher for Corrected trials (M = 77, SD = 20) than for Accepted trials (M = 58, SD = 24; Welch t test [t(307.22) = 8.66, p = 2.73 \times 10^{-16}]). Confidence was highly correlated with attitude strength, r = .71, 95% CI [.68,.74].

We analyzed the effects of nine possible predictors on the probability of correcting the manipulation, three were the same as analyzed in Experiment 1: Confidence, Attitude strength, and Confabulation condition. Six were added in Experiment 2: participant political involvement, membership in political party, environmental organization or school organization, left–right political attitude, and CRT score. Average political involvement was fairly high, 51 of 100 (SD = 21). Membership in organizations was low: 7.8% of participants were members of a political party, 8.7% of an environmental organization, and 5.2% of a school organization. Average political attitude on a left-right scale, where 0 is extreme left, 50 is neutral, and 100 is extreme right, was M = 35, SD = 22. For CRT we sampled an even distribution of scores; 32% of participants answered zero questions correct, 28% one question, 20% two questions, and 20% all three questions correct. The average score was M = 1.3.

All variables were entered in a multilevel regression model together with the interaction between Confidence and Attitude strength. All continuous variables were standardized, except CRT

---

Footnote:

1 The CRT problems were Swedish translations of the questions used in Frederick (2005).
score which was mean centered. Organization membership variables were also mean centered, with positive values indicating membership. Confabulation condition was coded ($-5 = \text{Acknowledgement, } 5 = \text{Confabulation}$). We found four significant predictors of correction. Participants’ CRT scores, $X_{(1)} \_i = 7.76$, $p = .0504$; $b = 0.41$, $SE = 0.15$, Confidence, $X_{(3)} \_i = 5.97$, $p = .015$; $b = 0.69$, $SE = 0.28$, and Attitude strength, $X_{(1)} \_i = 7.84$, $p = .0051$; $b = 0.79$, $SE = 0.28$, all positively predicted increasing probabilities of correcting the false feedback. Participants’ left–right attitudes negatively predicted probability of correcting the false feedback, $X_{(1)} \_i = 7.22$, $p = .0072$; $b = -0.45$, $SE = 0.17$, meaning that highly left-leaning participants made more corrections compared with other participants (see Figure S1). The remaining predictors were nonsignificant (see Table 2), and marginal Model $R^2 = .37$.

**Effect of manipulation and correction on future ratings.**

We wanted to see whether accepted manipulated ratings would influence future ratings of the same issue. We repeated the analyses reported for Experiment 1 above. For brevity we only report the critical findings here and report the full analysis in the online supplemental materials. We replicated our findings from Experiment 1 and found once again a large weakening of original attitudes for T2 manipulated (M) trials, $X_{(1)} \_i = 45.84$, $p = 1.29 \times 10^{-11}$; $b_M = -12.11$, $SE = 1.6$, which decreased during T3, $X_{(1)} \_i = 12.07$, $p = .00051$; $b_{T3/M} = 4.86$, $SE = 1.4$. Similarly, when comparing corrected and Accepted trials only, we found, consistent with our first main hypothesis and our findings in Experiment 1, a large weakening of original T2 attitudes for accepted (A) trials, $X_{(1)} \_i = 41.45$, $p = 1.2 \times 10^{-10}$; $b_A = -20.99$, $SE = 2.8$, which decreased somewhat at T3, $X_{(1)} \_i = 14.01$, $p = .00018$; $b_{T3/A} = 7.1$, $SE = 1.9$.

**Qualitative shifts in position.** We examined the proportion of the trials that crossed the midline of the attitude spectrum, indicating a qualitative shift compared with the original T1 attitude. In T2, 67% of responses represented such a shift for Accepted trials, compared with 6% for Corrected trials and 13% for Non-Manipulated trials. In T3, where the attitudinal effects of the manipulation were attenuated, 47% of responses were still qualitatively shifted for Accepted trials compared with 8% for Corrected trials and 17% for Non-Manipulated trials. These findings mirrored those of Experiment 1.

**Effect of confabulation on future ratings.** Next, we analyzed the effect of confabulation condition (acknowledge or confabulation) on attitude change. We first contrasted manipulated and nonmanipulated trials (see also Figure 3A and 3B). Our findings were largely consistent with those of Experiment 1. We found no main effect of Confabulation, $X_{(1)} \_i = 1.24$, $p = .27$; $b_{\text{CONFAB}} = 0.02$, $SE = 2.3$, nor any interaction with Manipulation, $X_{(1)} \_i = 2.97$, $p = .085$; $b_{M/\text{CONFAB}} = -3.4$, $SE = 3.7$. Time, $X_{(1)} \_i = 0.00$, $p = .99$; $b_{T3/\text{CONFAB}} = 1.1$, $SE = 2.0$, or three-way interaction, $X_{(1)} \_i = 0.50$, $p = .48$; $b_{T3/M/\text{CONFAB}} = -2.1$, $SE = 2.9$. The remaining effects and coefficients were highly similar to those reported for Experiment 1 (see Table S1). Model marginal $R^2 = .09$.

Next, we conducted the crucial test of whether attitude change differed by Confabulation condition and Correction within the manipulated trials. Participants displayed small directional attitude change at T2, corrected trials in the acknowledge condition ($b_{\text{intercept}} = -3.6$, $SE = 2.1$), and further shifted slightly more in the confabulation condition for T2, Corrected trials ($b_{\text{CONFAB}} = -1.4$, $SE = 2.8$; see Figure 3C), with similar results for T3 trials ($b_{T3} = 0.6$, $SE = 2.2$; see Figure 3D). For the accepted (A) trials, there was a large directional attitude change ($b_A = -16.3$, $SE = 2.4$, $X_{(1)} \_i = 63.3$, $p < 1.8 \times 10^{-15}$). The main effects of Condition, $X_{(1)} \_i = 2.16$, $p = .14$, and Time, $X_{(1)} \_i = 14.62$, $p = .00013$, were, again, qualified by interactions between Correction and Condition, $X_{(1)} \_i = 4.78$, $p = .029$, and Correction and Time, $X_{(1)} \_i = 5.04$, $p = .025$. As expected according to our second main hypothesis, and from Experiment 1, the directional changes of accepted trials were accentuated in the confabulation condition at T2, meaning a further weakening of the original attitude ($b_A^{CONFAB} = -10.5$, $SE = 5.6$). The attitude change was attenuated in T3 ($b_A^{T3} = 8.3$, $SE = 3.9$). The interaction between Condition and Time, $X_{(1)} \_i = 0.00$, $p = .98$; $b_{\text{CONFAB}T3} = 0.8$, $SE = 3.0$, and the three-way interaction, were not significant, $X_{(1)} \_i = 0.17$, $p = .68$; $b_{A^{CONFAB}T3} = -1.7$, $SE = 4.1$. Model conditional $R^2 = .24$.

**Effect of confabulation length on attitude change.** In the Confabulation condition, we additionally measured how long participants took while stating reasons for the presented attitude. Confabulation Length ranged from 36 to 255 seconds, with an average of $M = 93$s, $SD = 39$s. To analyze the effects of Length on attitude change we subset the data from the Confabulation condition depending on whether the false feedback was corrected or accepted. The reason for doing so is that Length will have

<table>
<thead>
<tr>
<th>Effect</th>
<th>Estimate</th>
<th>Standard error</th>
<th>Wald $\chi^2$ (df = 1)</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>.05</td>
<td>.26</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Political involvement</td>
<td>-.05</td>
<td>.27</td>
<td>.04</td>
<td>.84</td>
</tr>
<tr>
<td>Party member</td>
<td>1.32</td>
<td>.79</td>
<td>2.81</td>
<td>.094</td>
</tr>
<tr>
<td>Environmental org. member</td>
<td>1.55</td>
<td>1.40</td>
<td>1.22</td>
<td>.27</td>
</tr>
<tr>
<td>School org. member</td>
<td>.21</td>
<td>.80</td>
<td>.072</td>
<td>.79</td>
</tr>
<tr>
<td>Left–Right attitude</td>
<td>-.47</td>
<td>.18</td>
<td>7.16</td>
<td>.0075</td>
</tr>
<tr>
<td>CRT score</td>
<td>.41</td>
<td>.14</td>
<td>7.93</td>
<td>.0049</td>
</tr>
<tr>
<td>Confidence</td>
<td>.70</td>
<td>.27</td>
<td>6.84</td>
<td>.0089</td>
</tr>
<tr>
<td>Attitude strength</td>
<td>.73</td>
<td>.29</td>
<td>6.51</td>
<td>.011</td>
</tr>
<tr>
<td>Confabulation condition</td>
<td>.20</td>
<td>.36</td>
<td>.32</td>
<td>.57</td>
</tr>
<tr>
<td>Confidence $\times$ Attitude strength</td>
<td>-.10</td>
<td>.23</td>
<td>.20</td>
<td>.65</td>
</tr>
</tbody>
</table>

*Note.* For all predictors Wald chi-square and p values are also reported.
slightly different meaning depending on whether the false feedback was accepted or not. For each subset we regressed Length, standardized, together with Time on Attitude Change.

For accepted trials, Length captures the amount of time participants spend giving confabulatory reasoning for their presented attitude. For these trials, although we found that the estimates were in the expected direction, that is, longer Length increases attitude change, the magnitude of the estimates was both small and non-significant ($b_{\text{LENGTH}} = 0.2 \text{ mm}, SE = 2.9; \chi^2(1) = 0.06, p = .81$).

For corrected trials, however, Length captures both confabulatory reasoning as well as the time it takes for them to correct the presented attitude and enter a new one onto the tablet. Here we found a main effect of Length ($b_{\text{LENGTH}} = 4.4 \text{ mm}, SE = 1.6; \chi^2(1) = 9.04, p = .0026$), such that participants shifted their attitudes more in the directions of the manipulation the longer time they spent engaging with the false feedback, even if they ultimately corrected the presented attitude. There was no interaction effect of Length and Time ($b_{\text{LENGTH} \times T} = -0.1 \text{ mm}, SE = 1.5; \chi^2(1) = .006, p = .94$), nor any significant effect of time ($b_{T} = 1.6, SE = 1.5; \chi^2(1) = 1.22, p = .27$). The intercept, reflecting attitude change at T2 at average Length, was estimated as ($b_{\text{intercept}} = -5.1 \text{ mm}, SE = 2.5$).

Possible moderators of attitude change. We examined three additional potential moderators of the attitude change observed: participants’ CRT score, political involvement, and left–right attitude. All measures were entered into separate regressions together with Correction, Condition, and Time. No effects involving any of the candidate variables reached significance (all $p$s $> .066$). We report all coefficients and $p$ values from all three models in Tables S2–S4.

Bayesian estimation of effects from both experiments. Finally, we combined the data from Experiment 1 and Experiment 2 and analyzed them using Bayesian multilevel regression estimating attitude change for Corrected and Accepted trials together with Time and Confabulation condition. This provides our best estimates of the effects of our main findings and of the posterior uncertainty surrounding our estimates. The model was fit using the full random effects structure grouped by both participant and question ID. Figure 4 shows the combined data from both experiments. Figure 5 shows the results from the Bayesian regression, with panel A displaying the regression coefficients mirroring the reporting from the separate analyses provided above. In panel B, posterior predictions of the average attitude changes are displayed for Corrected and Accepted trials.
In two experiments, we investigated whether false feedback concerning specific responses to political statements on a survey would influence later attitudes toward these issues. We found that half of the manipulations were accepted by the participants as being their own responses. Participants’ responses were strongly affected by the false feedback, both in a session directly following the manipulation and one week later. In both experiments, we found that attitude change was much larger if participants were asked to reason about why they had stated the attitude falsely presented as their own compared with when only acknowledging its position.

Correction of the False Feedback

An important part of any experiment involving the CBP concerns the correction or acceptance of the false feedback. In this study we found that about half of manipulated responses were corrected by the participants, which is in line with our previous results in the moral and political domains (Hall et al., 2012, 2013). Naturally, participants were more likely to correct a manipulated rating if their original response was extreme, and if the confidence rating regarding the attitude was high, however this was not predictive of the size of the ensuing attitude change. To get a better understanding of what increases the likelihood of a manipulation to be accepted or corrected, we added several related individual difference measures. In Experiment 2, participants reported their degree of political involvement, and where they would place themselves on the left–right spectrum. They also completed the CRT (Frederick, 2005), which is a short measure of reflexivity and critical reasoning.

We found no correlation between level of correction and self-rated political involvement. This is noteworthy, given the common assumption that increased political involvement also entails increased political awareness and more stable attitudes (Converse, 1964; Zaller, 1992), and how the result contrasts with previous findings from our own lab (Hall et al., 2013; Strandberg, Björklund, Pärnamets, Hall, & Johansson, 2018). However, political orientation on a left-right political ideology scale predicted correction, such that more left-leaning participants had higher rate of correction. However, this effect is probably best explained by the fact that more participants rated...
themselves to be strongly left compared than participants being strongly right (see distribution in Figure S1).

It has recently been found that there is a positive correlation between CRT score and ability to differentiate between real and fake news (Pennycook & Rand, 2017), as well as between CRT and measures of politically motivated cognition (Kahan, 2013). Considering this research, and the basic assumption that CRT captures analytic skill, we hypothesized that it would correlate with level of correction. This is also what we found, with participants scoring higher on CRT also having a higher likelihood of correcting the false feedback. Few individual difference predictors of correction have been found in previous research using the CBP (McLaughlin & Somerville, 2013; Sagana et al., 2016; Strandberg et al., 2018, but see Aardema et al., 2014), making this result of general interest. More research is needed to establish which mechanism is captured by CRT in this context—whether it is memory of prior answers, or more elaborate belief structures, or some other factor.

Influence of False Feedback on Future Attitudes

As a backdrop to the false feedback manipulations in our study, and given the debate we outlined in the Introduction between stable and flexible attitudes (e.g., Alwin, 1994; Bishop, 2005; Converse, 1975; Gerber et al., 2011; Haidt, 2001; Hall et al., 2013; Hatemi et al., 2009; Hooghe & Wilkenfeld, 2008; Sears & Funk, 1990; Zaller, 1992), it is important to note that our participants generally displayed stability in their attitudes. For the nonmanipulated trials there were no attitude shifts during the first follow-up, and one week later, during the second follow-up, these responses remained at their original positions. Generally, this was the case also for the trials where the participants corrected the false feedback.

However, for the manipulated trials in both experiments, we found that participants’ attitudes following the first session, as well as one week later, were shifted in the direction of the false feedback. The observed changes are consistent with previous work demonstrating
Confabulating About False Feedback Influences Future Responses

To investigate confabulation as a possible vehicle of attitude change, we varied the amount of confabulation participants gave in response to the manipulated ratings. In both experiments, we found that participants who had been asked to explain their responses, compared with those who merely acknowledged their (manipulated) attitude, showed larger attitude changes, both shortly after the manipulation and one week later. The average increase in rating difference was around 50% in the confabulation condition compared with the acknowledge condition at T2 and almost twice as large at T3, representing a considerable increase in relative effect size. This shows how the perception and verbalization of one’s own reasoning can influence one’s attitudes (cf. Barden & Tormala, 2014; Tormala & Petty, 2002), but as far as we know, the effect of confabulatory reasoning in facilitating attitude change is previously unstudied.

In the analysis of the confabulation condition in Experiment 2, we also looked at trial-based speaking time as an estimate of confabulation length. Using this more fine-grained measure, we found no correlation between confabulation length and the magnitude of attitude change in the accepted manipulated trials. This indicates that the exploratory measure of time taken during confabulation is not sufficient to capture what it is about confabulation that engenders attitude change. This is notable given previous research showing that differences in time spent mentally thinking about an object can have varying influence on the attitudes toward that object (Clarkson et al., 2011). Testing a greater span of measures, including various forms of content and semantic analysis, will be necessary to fully explain the details of the effect confabulation have on attitude change. In the corrected trials, however, we found a correlation between confabulation length and attitude change, such that the longer time the participants spent engaging with the false feedback the more they shifted in the manipulated direction. Our interpretation, based on informal observations, is that these participants often start constructing arguments for the manipulated position before instead backtracking to correct the presented attitude. This indicates that, under some circumstances, even small amounts of confabulation can influence a person’s beliefs.

Although it is important to acknowledge that similar findings have been reported in the literature on self-persuasion using other methods, such as perspective taking (Broockman & Kalla, 2016), imagination (Carroll, 1978; Gregory, Cialdini, & Carpenter, 1982; Watts, 1967), or counterattitudinal argumentation (Lord, Lepper, & Preston, 1984; Mussweiler, Strack, & Pfeiffer, 2000; Watts, 1967), these approaches all suffer from different limitations. In the traditional self-persuasion experiments, participants’ attitudes are often compared with control groups (Watts, 1967), the original attitude is established several months prior to the experiment (King & Janis, 1956), or they are asked to assess their own attitudinal change (Lord et al., 1984), resulting in uncertainty about what the participants’ original attitudes were and whether any change has taken place. Crucially, in those experiments, participants are also fully aware that the attitude they are asked to express is not their own, and that the arguments they produce are hypothetical (e.g., Janis & King, 1954; Lord et al., 1984), whereas in a CBP experiment participants believe the manipulated response to reflect their own true attitude. In the Confabulation condition, the participants produce arguments in favor of that attitude, just like they would have in an everyday interaction. This means that the present study removes the pressing problems of demand effects as an explanation for the observed attitude change, a concern present in most prior studies. Thus, a key contribution of the present study is that it provides clearer and firmer support for the hypothesis that processes of self-perception can be involved in attitude change.

Implications for Attitudes and Preferences

How do these findings relate to theories of attitudes and preferences more broadly? One lesson to learn from this study, in relation to the overarching tension between views of political attitudes as stable or flexible, is that both perspectives may capture
important aspects of how such attitudes function. On the one hand, absent any manipulation, participants gave the same responses throughout the experiment, clearly indicating they had a stable set of political attitudes. On the other hand, the same participants exhibited large lasting attitude shifts after having accepted the false feedback.

We have previously shown that participants often accept false feedback about their political attitudes, thus revealing a previously undiscovered flexibility to reason beyond ideological labels (Hall et al., 2013). However, these attitude shifts were only measured at the moment of the feedback in terms of accepting the manipulation, but no subsequent follow-up attitude measurements were performed. Here we have extended that work, by showing lasting attitude changes measured during two follow-up elicitations, demonstrating that participants’ initial attitudinal flexibility extends far beyond that of the immediate confrontation with the false feedback. The attitude shifts at the latter stages of the study were not as large as those implied by the false feedback and accepted by the participants. This might signal an upper bound on attitude flexibility when translated into future behavior but might also be due to some form of gravitational pull from interlocking opposing attitudes, or counter pushing from everyday influences in the life of the participants (family and friends, selective news circles, etc.), or just simply noise induced by memory decay. If so, reinforcing the shifted attitudes, by for example exposing participants to extra arguments supporting their new position, would likely lead participants to coalesce their position closer to the one implied by the false feedback.

Another way of approaching the stable/flexible dichotomy is through the lens of inferential and constructivist accounts of preference and attitude formation (Ariely & Norton, 2008; Slovic, 1995; Warren, McGraw, & Van Boven, 2011). On strong versions of such accounts, the act of choosing has a constitutive role in the genesis of a persons’ preference set (Ariely & Norton, 2008; Slovic, 1995), to the point that some choices might reflect purely arbitrary influences on the preference (Ariely, Loewenstein, & Prelec, 2003; Chater, Johansson, & Hall, 2011). A more balanced view instead holds that preferences and attitudes are calculated to some degree at the time of choice (Warren et al., 2011), recasting the question of stable versus flexible attitudes from a categorical one into a continuum. Instead it becomes key to discover what factors influence the degree of calculation and how that process is supported. In this vein we have previously argued, based on preference changes for faces induced using the CBP (Johansson et al., 2014), that preference or attitude change in the CBP taps into a specific aspect of preference calculation, namely that preference calculation is supported by a process of self-perception. Inferences about one’s own attitudes or preferences go via observations of the outcomes of past behavior. In other words, we often infer our own preferences much like we infer other peoples’ preferences, by observing and interpreting our own overt behavior (Bem, 1967; Johansson et al., 2014). Once we believe we have stated some attitude, it follows that we should infer that we also hold that attitude. For example, recent work has demonstrated that once beliefs change, recollections of past beliefs become biased to match the current belief (Wolfe & Williams, 2017).

The proposition that participants rely on their beliefs about their past attitude ratings to inform their new ratings bears structural similarities with “options-as-information” theory, developed to account for some challenges to classical decision theory arising from observed preference reversals in multiattribute choice (Müller-Trede, Sher, & McKenzie, 2015; Sher & McKenzie, 2014). The theory takes the form of a rational analysis (Oaksford & Chater, 1994), positing that by accounting for participants’ prior beliefs going into a decision task, seemingly inconsistent patterns of preferences can be accommodated using a normative framework based on Bayesian updating. The decisions analyzed differ from the conditions of the present study, but nevertheless the question arises to what extent a framework such as “options-as-information,” or broadly, a conception of decision makers as performing updating of their attitudes according to Bayesian normative theory, can be useful in explaining the observed attitude changes reported here.

One way of understanding participants’ behavior at T2, in the accepted manipulated trials, is that they must reconcile two conflicting representations of their past attitudes. One being the trace of their original attitude, the second being the one presented during the false feedback confrontation. Depending on the weighting between these representations the participants’ new attitudes should fall within that interval. If the weighting is equal the average attitude change should be half the average manipulation length, which is consistent with the data presented here, at least for T2. This suggests at least a tentative compatibility of the predictions of a theory like “options-as-information” and our findings, though more formal analysis and experiments specifically designed to test this would be required. Regardless, some rationalization of participants’ behavior should be forthcoming. It is important for us to stress that although findings of choice blindness are counterintuitive by folk psychological reasoning, and perhaps the ensuing attitude changes reported here even more so, we do not take the findings presented here to demonstrate some fundamental irrationality on part of the participants. Rather, our findings highlight the continuous and dynamic evolution of attitudes with respect to new information about oneself and one’s beliefs.

That beliefs play a role aligns with a growing consensus across the decision sciences regarding the importance of memory processes for understanding value-based choice, where much recent work has focused on the influence of past episodes for the calculation of preferences (Bornstein, Khaw, Shohamy, & Daw, 2017; Murty, FeldmanHall, Hunter, Phelps, & Davachi, 2016; Shadlen & Shohamy, 2016). Using the CBP, we have previously shown that false feedback about choices leads to systematic distortions of participants’ source memory, thus demonstrating that beliefs are formed resulting from acceptance of the false feedback (Pärnamets et al., 2015). This is consistent with other work showing source memory distortions when reasoning about past choices (Mather, Shafir, & Johnson, 2000). Understood in the light of the present study, observations of our own past political survey responses lead to the inference that we hold those attitudes, this belief then influences later attitude construction when queried in the future.

**Strengths, Limitations, and Future Studies**

Future work should address questions arising both from the findings reported here and from limitations in the study design. We have demonstrated lasting attitude change following a simple false feedback manipulation. One route toward deepening our understanding of this finding is to investigate how far attitudes can be
shifted. This would include follow-up sessions over longer periods of time as well as adopting a procedure where participants’ false beliefs about their past attitudes were reinforced, perhaps by supplanting participants with additional arguments to buttress their new-found positions. Together this would allow us to better understand the interplay between original and implanted attitudes, and perhaps better model attitude shifts arising from malicious information sources in the world outside the lab. We have also argued that our attitude shifts are dependent on participants gaining false beliefs about their past attitudes. Hence, a key area to look at in future studies would be how false beliefs about past attitudes are integrated into participants’ broader belief structure and how resulting changes in participants’ memories about their own attitudes are maintained.

There is also the possibility to use CBP to explore other domains than politics, such as personal values, personality traits, or character attributes. The case of values is particularly relevant to the present study as values are thought to underpin many political attitudes (Schwartz et al., 2012). Although previous work applying CBP to moral questions (Hall et al., 2012), including moral principles, indicates that also values should be susceptible to false feedback manipulations, little is known how these effects translate back into attitudes or behavior. Studies have shown that values and value-relevant behavior can be susceptible to influence—for example by priming reasons or making the reasons more salient (Maio, Hahn, Frost, & Cheung, 2009), and it is possible that accepting false feedback about values might recruit similar processes on downstream behavior. Nevertheless, other value changes appear to occur on longer time-scales in relation to significant life events (Bardi, Buchanan, Goodwin, Slabu, & Robinson, 2014) or not at all (Manfredo et al., 2016). This leaves an important avenue for exploring whether people can become, for example, more altruistic, fair, or patriotic, by making them adopt and argue for false beliefs about their values.

To increase the generalizability of our study, replicating it on a sample representative of the general population would be desirable. In a similar vein, assessing whether the findings are limited to a Western, educated, industrialized, rich, and democratic (WEIRD) population is of importance (Henrich, Heine, & Norenzayan, 2010). In this study we targeted political attitudes from two salient domains, education and environmental issues. Of course, this does not exhaust the spectrum of political topics, and it is important to assess whether political attitudes behave the same across varying topics and questions, with various levels of polarization and acrimony. Nevertheless, unpublished data from studies conducted during the 2016 U.S. election indicate that at least some of these effects are transferable to domains involving political leaders and generalize to a broader U.S. population (Strandberg, Olson, Hall, Raz, & Johansson, 2018).

As we see it, one of the clearest theoretical contributions of the current study is that we create a self-perception situation where the participants truly believe the manipulated attitudes to be their own, thus creating much stronger grounds for consequential self-inferences. As we detail below, this ought not be interpreted as an irrational, or worse, even pathological, process, but instead as a reasonable inferential response to a peculiar array of evidence. However, more speculatively, some self-perception theories have suggested that there might be a special relationship between attitudes and first-person authority, such that attitudes we endorse (either by acknowledgment or confabulation in the current study), also creates a special sense of agency or ownership of that attitude (see Currathurs, 2011; Martin & Pacherie, 2013; Moran, 2001). This phenomenological emotional component might then feed into or enhance the self-inferences seen in the CBP compared with previous paradigms. Unfortunately, there is nothing in the current design that allow us to disentangle these possibilities, so this remains as an exciting avenue for future research.

As detailed above, our preferable way of framing the self-inferential process would be in terms of Bayesian updating of beliefs. From this standpoint, the difference between the Acknowledge and the Confabulation condition is one of degree, where confabulation simply adds another layer of evidence to the self-inferences. Similarly, other theoretical frameworks of attitude change, such as the Elaboration Likelihood Model (ELM; Petty & Cacioppo, 1986; Petty, Hagtvedt, & Smith, 1995), could potentially help to explain the differences in change found between the Acknowledge and the Confabulation conditions. According to ELM, in the Confabulation condition, participants can be expected to make thoughtful and deliberate considerations of the arguments they generate. This would allow them to engage in deeper information processing compared with participants that simply acknowledge the stated attitude as their own, and this difference in information processing could be used to explain the different T2 and T3 effects between conditions.

Potentially, the matrix of evidence in CPB might also include our beliefs and expectations about other people, and their reactions to our opinions—that is, part of the difference between the two conditions might reside in the confabulations functioning as a public commitment (as has been explored in the literature on conversational implicature (Brandom, 1994; Grice, 1975). In future studies, this would be an interesting dimension to explore, by creating contexts with potentially more or less social commitment, e.g., by comparing the role of a politician to an entertainer, or a teacher to a student.

Conclusions

In summary, the results presented here demonstrate attitude flexibility in the face of accepted false feedback about previously held positions and how confabulatory reasoning facilitates shifts away from the original position. These results were obtained studying political attitudes; a domain of central importance to public life. On the face of it, this might seem like a troubling result, showcasing the shallowness of our political attitudes (Converse, 1975, 1964; Zaller, 1992), and potentially exposing us to manipulation by malicious opponents. Even though our study was not an attempt at a practical canvassing effort, like Brookman and Kalla (2016), this possibility should not be downplayed. Although scientific methods can sometimes be misused by unscrupulous individuals, we take issue with the interpretation that the current findings reveal inherent flaws in our attitudes. Indeed, why should it be considered an ideal to have attitudes so firmly chiseled and bounded that one would consistently notice all CB manipulations? This position is only intelligible against a backdrop of a society where particularly firm opinions are held in reverse, and where undecideds and moderates are derided as “wishy-washers” and “flip-floppers.” But this might be a harmful standard (cf. Hall et al., 2012, 2013). As we see it, the current run of hyper-polarization
in politics is not only simple aggregation of individual attitudes but also a result of our larger views of what it is to hold an attitude. In times of information bubbles, fake news, political acrimony, and gridlock, we find it encouraging that a brief CBP intervention can nudge people to find support for positions other than those originally held. This opens up new perspectives for understanding across the political divide and serves as a reminder that people can demonstrate flexibility when they are induced to reason about complex political issues.

**Context of Research**

The research reported in this article originated in our earlier work observing choice blindness for political attitudes as well as effects of choice blindness on later choices and memories for simpler preferential decisions. We were interested in testing whether political attitudes could be changed by giving false feedback to participants about their own prior responses. Additionally, this allowed us to visit an underexplored aspect of the choice blindness paradigm: the role of the confabulatory statements participants make in support of the false feedback response. We hypothesized that if participants have formed a false belief about their past attitude, then confabulating reasons for that attitude should increase the change observed in their later responses. Key ideas for future work will be to compare similarities and differences in argument content and paralinguistic markers when defending manipulated versus nonmanipulated responses. We will also investigate how the memory of past attitudes is influenced when false beliefs about one’s attitudes are adopted. By implementing a self-inferential, constructivist approach to the study of political attitudes, we believe that this research can contribute to the understanding of mass opinion.
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