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Abstract

While the ability to learn on its own is an
important feature of a learning agent, an-
other, equally important feature is ability to
interact with its environment and to learn in
an interaction with other cognitive agents and
humans. In this paper we analyze such in-
teractive learning and define several learning
strategies requiring di↵erent levels of tutor in-
volvement and robot autonomy. We propose a
new formal model for describing the learning
strategies. The formalism takes into account
di↵erent levels and types of communication
between the robot and the tutor and di↵erent
actions that can be undertaken. We also pro-
pose appropriate performance measures and
show the experimental results of the evalua-
tion of the proposed learning strategies.

1. Introduction

An important characteristic of a robot that operates
in a real-life environment is the ability to expand its
current knowledge. The system has to create and
extend concepts by observing the environment – and
has to do so continuously, in a life-long manner.

As an example of such a learning framework, we
need look no further than at the successful appli-
cation of continuous learning in human beings. As
humans, we can learn, for example, a new visual con-
cept (e.g., an object category, an object property, an
action pattern, an object a↵ordance, etc.) by en-
countering a few examples of one. Later, as we come
across more instances, di↵erent to the original ex-
amples, we not only recognise them, but also update
our representation of learned visual concepts based
on the salient properties of the new examples and
without having visual access to the previous exam-
ples. In this way, we update or enlarge our ontology
in an e�cient and structured way by encapsulating
new information extracted from the perceived data,
which enables adaptation to new visual inputs and
the handling of novel situations we may encounter.

Since humans are social beings this learning often
takes place not in isolation, but rather in communi-
cation with other people. This communication can
facilitate learning by exposing the knowledge that
other possess also to the learner. It is very important
for a robot, which is supposed to operate in a real
world environment, to possess similar capabilities as
well. The robot should be able to learn by interacting
with the environment and with other knowledgable
cognitive systems (e.g., a tutor), which may facilitate
the learning process and make it robust and reliable.

In this paper we focus on such interactive continu-
ous learning, where the robot is learning and contin-
uously updating its knowledge autonomously or in a
dialogue with a tutor. With respect to this, several
learning strategies can be used; the robot can con-
tinuously learn while communicating with the tutor
with di↵erent levels of tutor involvement and di↵er-
ent levels of robot autonomy.

For performing a thorough analysis and evaluation
of various learning strategies, it is necessary to for-
mally describe the learning process and defined per-
formance metrics. In this paper we propose such a
formalism for specifying di↵erent learning strategies.
In the proposed formal framework we also define
four learning strategies ranging from tutor-driven to
tutor-unassisted learning.

The paper is organised as follows. In the next
section we first describe the related work. In Sec-
tion 3. we then describe four learning strategies and
in Section 4. the general formal model of learning
strategies. This is followed by experimental evalua-
tion of the presented learning strategies. The paper
concludes with a final discussion and outlook.

2. Related work

A tutor’s involvement by interaction plays an impor-
tant role in the learning process in cognitive agents.
Studies of human infants, for example (Pea, 1993),
indicate that being able to exploit the expertise of
others is a critical part of learning. Another point is
the capability of the infants to take lead in the inter-
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action, which is a foundation for many situated learn-
ing activities. Weng et al. (Weng et al., 2001) pro-
pose that similar measures should be undertaken in
machine learning scenarios, in which the tutor should
mentally rise the developmental robot through real-
time interaction. This assumption is supported in
the theory of cognitive development proposed by Vy-
gotsky (Vygotsky, 1962), which states that social in-
teractions are of essential importance for the devel-
opment of individual intelligence. Building on a sim-
ilar assumption, Thomaz (Thomaz, 2006) casts the
machine learning problem as a strongly involved in-
teraction between the human and the machine. As a
feature of strong interaction (Thomaz, 2006) propose
that the tutor has to have a level of insight into what
the learner knows and which parts of the knowledge
are ambiguous – the learner should be transparent to
the tutor. In that respect, an involved interaction as
a dialogue based learning scenario was also presented
by Roy et. al (Roy and Pentland, 2002, Roy, 2002).
Their system in (Roy and Pentland, 2002) was de-
signed to learn word forms and visual attributes from
speech and video recordings, and subsequently, Roy
extended this work for generating spoken descrip-
tions of scenes (Roy, 2002).

Researchers have dealt with various levels of
tutor involvement in the process of learning in
machines. At one extreme is an example in
which the tutor is absent and the agent has to
learn on its own starting from a very small or no
prior knowledge, e.g., (Mugan and Kuipers, 2008,
Oudeyer and Kaplan, 2004). However, allowing
learning from demonstration (Argall et al., 2009)
or learning by imitating (Schaal, 1999) the tu-
tor can drastically reduce the search space for
the agent’s task and speed up learning. Ex-
amples of implicit or explicit learning from a
passive observation can be found, for exam-
ple, in the works of (Kuniyoshi et al., 1994,
Billard and Dautenhahn, 1999, Lieberman, 2001).
Another level of tutor’s involvement is teaching
by directly influencing the the actions of the ma-
chine. Such an example is when user biases the
action selection in the machine (Maclin et al., 2005)
or to allow direct control of robot’s actions to
supervise the process of reinforcement learn-
ing (Smart and Kaelbling, 2002). Kaplan et
al. (Kaplan et al., 2001) explored animal train-
ing techniques to teach a robot to perform
complex tasks. An example where the tutor
plays an oracle was explored by Schohn and
Cohn (Schohn and Cohn, 2000) – in that scenario,
the agent provides some level of transparency by
identifying the relevant examples and querying
the tutor for the required labels. Allowing the
robot to actively express its uncertainty, or a gap
in the knowledge, was explored in the ”Ask for

Help” framework (Clouse, 1996) and, for exam-
ple, (Nicolescu and Mataric, 2003). An approach to
reinforcement learning which can learn from tutor’s
feedback was presented in (Knox and Stone, 2008).

Learning in cognitive robots can therefore be de-
scribed in terms of di↵erent levels of tutor involve-
ment as well as levels of learner’s responsiveness and
learner’s transparency. As noted above, various re-
searchers have dealt with scenarios with various lev-
els of the tutor-learner interaction, leading to di↵er-
ent learning strategies. With this respect, the closest
related work is (Chernova and Veloso, 2009), where
the authors propose and evaluate similar learning
strategies to those discussed in this paper (although
in a di↵erent learning domain). The main contribu-
tion of this paper, however, goes beyond the def-
inition of the learning strategies; we also propose
a formalism for modeling these strategies. In fact,
also the learning strategies like those presented in
(Chernova and Veloso, 2009) could be modeled with
the formal model presented here. This is also the
main goal of our work; to introduce a formalism that
would enable simple and e�cient definition, evalua-
tion and comparison of di↵erent learning strategies.

3. Learning strategies

The interaction between the tutor and the robot
plays an important role in a continuous learning
framework. The goal of the learning mechanism is
to continuously learn and update the acquired con-
cepts, i.e., to find associations between the words
spoken by the tutor (and related amodal concepts)
and features, which are automatically extracted from
the observations. Such a continuous learning frame-
work should communicate with the tutor, perform
recognition, and update the representations accord-
ing to the current learning strategy. In this section
we define several learning strategies which alter the
behaviour of the system and require di↵erent levels
of tutor involvement.

In the core of any learning strategy is a learning

algorithm that actually builds and updates the rep-
resentations. Before we proceed with the definition
of the learning strategies, let us introduce several re-
quirements for the learning algorithm.

Most importantly, the learning algorithm has to
be incremental; the representation, which is used
for modeling the observed world, has to allow for up-
dates when presented with newly acquired informa-
tion. This update step should be e�cient and should
not require access to previously observed data, while
still preserving the previously acquired knowledge.

In addition, in continuous learning scenarios the
noise in the input data has a detrimental e↵ect on
the learnt representations, especially when the robot
learns autonomously. If, for example, the recogni-
tion algorithm fails at some point to correctly inter-
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pret the visual scene and erroneously updates the
current knowledge, the models of the concepts tend
to degrade and the performance of the system will
typically decrease severely. However, in interactive
settings the tutor can help the robot to recover from
the errors through interaction, by, e.g., indicating to
the robot that its belief about a certain concept is
wrong. The system should be then able to unlearn,
i.e. to update the representation by considering the
wrongly classified sample as a negative training ex-
ample. Unlearning step may lead to the correction
of the current representation, which can improve the
performance considerably.

Finally, it is obvious that the system is supposed
to have a certain level of self-understanding; it
should be able to estimate whether its current knowl-
edge su�ces to interpret the current scene, or it
should ask the tutor for help. Therefore, it should
have a recognition capability, i.e., the ability to in-
terpret the current observation to some extent. And
even more importantly, the system should be able to
evaluate the reliability of this recognition process.

We therefore assume that the learning algorithm,
which is used in the continuous learning framework,
fulfills the criteria mentioned above.

We define a learning strategy as a common
strategy of the tutor and the robot that specifies the
behaviour of the robot and the tutor in the contin-
uous learning process. It specifies when the robot
updates its knowledge autonomously and how and
when the tutor and the robot communicate in order
to extend the robot’s knowledge. According to this
definition and considering di↵erent levels of interac-
tion between the tutor and the robot, various learn-
ing strategies are possible. Here we identify four such
strategies:

• Tutor-driven. The tutor drives the learning by
describing the observation and giving all avail-
able information to the robot. The communi-
cation is one-directional, the learning process is
completely controlled by the tutor.

• Tutor-supervised. The robot establishes trans-
parency; the tutor assesses the robot’s knowl-
edge and detects its ignorance. When the robot
fails to correctly interpret the current observa-
tion, the tutor provides the correct information,
which helps the robot to update or unlearn the
current representations accordingly.

• Tutor-assisted. The robot tries to interpret the
current observation. If it succeeds to do this reli-
ably, it updates the current model, otherwise asks
the tutor for the correct interpretation. The tu-
tor therefore gives the information to the robot
only when asked for assistance.

• Tutor-unassisted. The system updates the

model with the automatically obtained interpre-
tation of the visual input. No assistance from
the tutor is required. There is no communication
between the tutor and the robot.

The dialogue in the first two learning strategies
is initiated by the tutor, while in the second two
cases the robot takes the initiative. These four
learning strategies range across the entire spectrum
of di↵erent levels of the tutor involvement and the
robot’s autonomy. In Tutor-driven mode the tu-
tor completely drives the learning process, in Tutor-
supervised mode he intervenes only when necessary,
in Tutor-assisted mode only when he is asked for,
and in Tutor-unassisted mode even never. On the
other hand, the autonomy of the robot increases from
Tutor-driven mode, where the robot does not influ-
ence the learning process, to Tutor-unassisted mode,
where it completely autonomously controls the learn-
ing. This is also depicted in Fig. 1.

The spectrum of di↵erent learning modes is of
course not discrete as presented here; it is continuous
and one could define additional learning strategies
with similar properties. It is also possible to com-
bine di↵erent learning strategies, to execute them in
a sequence and to switch between them when neces-
sary. In practice, the learning strategy should change
over time, adapting to the current level of knowl-
edge and complexity and novelty of the environment
the robot is currently situated in. We believe, how-
ever, that the presented four learning strategies span
across the entire space of possible learning strategies
and cover a major part of its variability.

Figure 1: Learning strategies.

4. Formal model

In the previous section we have conceptually de-
scribed a few possible learning strategies. Here we
present a general formalism, which can be used to
formally define these or many other learning strate-
gies.

We will limit our analysis on the continuous learn-
ing scenarios, in which a robot observes a scene and
learns new concepts through interaction with a tutor.
This interaction can be quite simple or very complex;
di↵erent learning strategies employ di↵erent levels of
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communication. We assume that the robot and the
tutor can establish the common ground; they have
all necessary communication capabilities, they ob-
serve the same scene, and in the dialogue they refer
to the same object.

The robot and the tutor are involved in a con-
tinuous and interactive learning process; the robot
continuously observes objects, it tries to recognize
them and learn something new about them. Every
learning step therefore starts with the robot trying
to interpret the current scene. It tries to recognize all
the concepts it currently knows. Based on the classi-
fication confidence (see Fig. 2), the robot can assign
soft labels when trying to determine whether the
current observation is indicative of a given concept
or not:

• ‘Yes’ (YES): The recognition confidence is very
high, the robot reliably classifies the current ob-
servation as being an instance of a particular con-
cept.

• ‘Probably yes’ (PY): The recognition confi-
dence is relatively high, however the robot is not
certain about its current interpretation.

• ‘Probably no’ (PN): The recognition confidence
is relatively low; the current observation probably
does not indicate the particular concept.

• ‘No’ (NO): The recognition confidence is very
low, therefore the robot reliably classifies the cur-
rent observation as not being an instance of a
particular concept.

• ‘Don’t know’ (DK): The recognition was not
su�ciently reliable to determine the answer.

• ‘Unknown’ (UK): The robot has not yet encoun-
tered the certain concept it was asked about.

Based on the output of the classifier and as in-
structed by the chosen learning strategy, one of the
following four actions follows:

• Do nothing. The robot does not update its cur-
rent knowledge nor does request an interaction
with the tutor.

• Autonomously update. The robot updates
the current knowledge with the information au-
tonomously inferred from the current observation
without involving the tutor.

• Tell. The tutor gives the correct information
about the current observation to the robot.

• Ask. The robot asks the tutor for clarifica-
tion about the current observation and the tutor
replies with the correct answer.

In the latter three cases an update of the current
knowledge follows (either based on the automatically
extracted information or on information obtained by
the tutor). Two di↵erent kinds of update are pos-
sible:

• Update with a positive example. The robot
updates its current knowledge by integrating the
positive training sample into its current represen-
tation of the particular concept.

• Unlearn with a negative example. The robot
unlearns its current knowledge; based on the
given negative example, it corrects the current
representations not to model this negative exam-
ple.

To fully describe the learning strategy we also need
to define the intensity of communication between the
robot and the tutor. We define three such commu-

nication levels:

• Ignoring. The tutor ignores the robot’s output;
the state and performance of the robot do not
influence the tutor’s behavior.

• Listening. The tutor listens to the robot and
correctly answers with ‘yes’ or ‘no’ when being
asked a polar question.

• Transparency facilitated assessment. The
robot establishes transparency and the tutor is
able to assess the robot’s current interpretation
of the observation.

Now, let us denote the above mentioned four ac-
tions with the following signs: ‘/’ for ‘do nothing’,
‘U’ for ‘auto-update’, ‘T’ for ‘tell ’, and ‘A’ for ‘ask’.
In addition, with a subfix next to these signs we will
denote an update with positive example with the plus
sign (‘+’) and an unlearning request with the mi-
nus sign (‘-’). For instance, ‘U+’ means that the
system will automatically update the current knowl-
edge with the information inferred from the current
observation, while ‘A�’ means that the robot will ask
the tutor for clarification, the tutor will reply with a
negative answer and the robot will unlearn its cur-
rent knowledge accordingly. Similarly, let us denote
the communication levels with ‘ign’ (ignoring), ’lst’
(listening), and ’tfa’ (transparency facilitated assess-
ment).

To fully describe a learning strategy, we need to
define what will happen if the robot correctly or in-
correctly interprets the current observation with re-
spect to all known concepts. Therefore, we need to
define the action that will be undertaken depend-
ing on the robot’s autonomous interpretation of the
scene (soft label sl that is autonomously assigned
for a particular concept). We assume that the tutor
is omniscient and always gives the correct informa-
tion to the robot; therefore the tutor’s actions will
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also depend on the ground truth data (gt), which
tells if the observation is an instance of the particular
concept or not.

Now, a learning strategy can be defined as a 13-
tuple LS:

LS = [act
sl,gt

, cl] ,where (1)
sl 2 {Y ES, PY, PN, NO, DK,UK}
gt 2 {yes, no}

act·,· 2 {/, U+, U�, T+, T�, A+, A�}
cl 2 {ign, lst, tfa}

Note that act
sl,gt

denotes 12 elements (2 ⇥ 6 com-
binations of sl and gt, i.e., act

Y ES,yes

, act
Y ES,no

,
act

PY,yes

, etc.1). This vector exactly specifies what
will happen in certain situations. When the robot
observes a new observation it tries to determine
whether it belongs to a certain concept or not, and
assigns a soft label (sl) as described above. This la-
bel is then together with the known ground truth (gt)
used to index in the vector LS; the obtained action
act

sl,gt

exactly specifies which action (or sequence of
actions) will be undertaken.

Figure 2: Parametrisation of learning strategies.

To demonstrate this formalism, let us for-
mally define the four learning strategies pre-
sented in the previous section (see also Fig. 3):
LS

TD

= [T+, /, T+, /, T+, /, T+, /, T+, /, T+, /, ign]
LS

TS

= [U+, T�, U+, T�, T+, /, T+, /, T+, /, T+, /, tfa]
LS

TA

= [U+, U+, A+, A�, A+, A�, /, /, A+, A�, T+, /, lst]
LS

TU

= [U+, U+, U+, U+, /, /, /, /, /, /, T+, /, ign]
In Tutor-driven learning mode, the tutor ignores

the output of the robot (ign); it always gives the
robot the correct (positive) information about the
current observation (T+). In Tutor-supervised mode,
the tutor observes the robot and assesses its current
knowledge (tfa). The tutor lets the robot automat-
ically update the current knowledge (U+), when its

1
With capital letters (e.g., Y ES), we denote the label au-

tonomously inferred by the robot, while with small letters

(e.g., yes) we denote the actual (ground truth) label for a

particular concept.

interpretation is correct, or he corrects the robot,
when its interpretation is incorrect by telling it the
correct information (T� or T+). In Tutor-assisted
mode the tutor listens to the robot (lst), which au-
tonomously decides either to update the knowledge
automatically (U+), when it trusts to its recognition
result, or to ask the tutor for help, when the recogni-
tion was not reliable. In the latter case, the tutor re-
sponds with ‘yes’ (A+) or ‘no’ (A�) according to the
ground truth label, which in turn enables the robot
to update or unlearn its current knowledge. Finally,
in the Tutor-unassisted learning, the robot only re-
lies on its current recognition abilities and does not
ask the tutor for help. The robot is therefore ignored
by the tutor (ign) and updates its current knowledge
autonomously (U+).

Figure 3: Formal definition of four learning strategies.

Such learning formalism allows us to formally de-
fine evaluation measures. Instead of standard recog-
nition rate we propose to use a recognition score,
which rewards successful recognition (true positives
and true negatives) and penalizes incorrectly recog-
nised concepts (false positives and false negatives) by
taking into account soft labels. The scoring rules are
presented in Table 1; it shows how many points (-1
to 1) the system is rewarded with for each of the an-
swers given in the first row, depending on the correct
answer as given in the first column.

Table 1: Scoring table.

YES PY PN NO DK UK
yes 1 0.5 -0.5 -1 0 0
no -1 -0.5 0.5 1 0 0

The recognition score thus measures how suc-
cessfully the robot recognizes the learned concepts
(therefore, how successful the learning was). How-
ever, in interactive learning scenarios another crite-
rion is also important; the tutoring costs. Obvi-
ously, one would prefer that the robot learns au-
tonomously as much as possible, without involving
the tutor too frequently. During the learning pro-
cess di↵erent types of tutoring costs may occur (in
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di↵erent learning strategies):

• C
inf

: costs of providing some information to the
robot.

• C
ans

: costs of answering a polar question to the
robot.

• C
ign

: costs of ignoring the robot’s output.

• C
lst

: costs of listening to the robot.

• C
tfa

: costs of assessing the current robot’s knowl-
edge.

Let us suppose that at a particular learning step
the tutor gave N

inf

concept labels about the correct
observation to the tutor and answered N

ans

polar
questions. Now we can define the overall tutoring
costs at that particular learning step as

TC = N
inf

C
inf

+ N
ans

C
ans

+ C
cl

(2)

where cl is one of three communication levels as de-
fined above.

The values of the parameters C⇤ depend on the ac-
tual costs that occur during the interactive learning.
In this paper we use the values presented in Table 2.
We set the cost of assessing the robots knowledge

Table 2: Tutoring costs.

C
inf

C
ans

C
ign

C
lst

C
tfa

1 .25 0 .25 2

high, since this is not a trivial task for the tutor.
If, for instance, the robot would establish the trans-
parency by verbalizing its current beliefs, the tutor
would just have to listen to it and the cost of assess-
ing the knowledge would be lower, i.e., C

tfa

= C
lst

.

5. Experimental results

For performing large scale experiments and evaluat-
ing di↵erent learning strategies we have developed
Interactive Continuous Learning Simulator, which
implements the formal model of learning strategies
presented in the previous section. This simulation
environment uses as observations the features that
were automatically extracted from the previously
captured, automatically processed and manually la-
beled real data; the tutor is replaced by an omni-
scient oracle, which has the ground truth data avail-
able. The simulator enables large scale experiments
and a thorough evaluation and comparison of di↵er-
ent learning methods and strategies.

We performed a number of experiments to eval-
uate di↵erent learning strategies on di↵erent learn-
ing domains. Here we present the results of the
experiment where the goal was to learn basic vi-
sual attributes like colour and shape by observing

a set of everyday objects (some of them are de-
picted in Fig. 4(a)). Six visual attributes were
considered; four colours (red, green, blue, yellow)
and two shapes (elongated, compact). The database
that we used for learning contains 500 images. 400
images were used to incrementally learn the repre-
sentations of six visual properties, while the rest
100 of them were used as test images. We re-
peated the experiment for 100 runs by randomly
splitting the set of images into the training and test
set and averaged the results across all runs. In all
the experiments we used the extended algorithm for
incremental learning that we have previously pro-
posed (Skočaj et al., 2008, Kristan et al., 2009).

During the experiment, we kept incrementally up-
dating the representations with the training images
using di↵erent learning strategies as defined in the
previous section. At each step, we evaluated the
current knowledge by recognising the visual prop-
erties of all test images. The learning performance
was evaluated using two above defined performance
measures: recognition score and tutoring costs.

Figs. 4(b,c) show the evolution of the learning per-
formance over time for all four learning strategies.
First thing to note is that the overall results improve
through time. The growth of the recognition score
is very rapid at the beginning when new models of
newly introduced concepts are being added, and still
remains positive even after all models are formed due
to refinement of the corresponding representations.

Tutor-driven and Tutor-supervised learning yield
similar recognition score; they almost achieve the
perfect score (600 in this case). Tutor-supervised
learning performs slightly better, since it sooner
achieves better results. This is somehow expected,
since in this case the tutor corrects the robot when
necessary and the robot unlearns the erroneous rep-
resentations. The inherent problem of any continu-
ous learning framework, which involves autonomous
updating of the knowledge, is propagation of errors.
The tutor supervision e�ciently helps the robot to
recover from this errors, if the robot transparency
has been achieved. The error recovery is in this
experiment less e↵ective in the Tutor-assisted case.
The errors are in this case detected by the robot
(and not by the tutor). Obviously, this error detec-
tion is not so e�cient, therefore the recognition score
is lower. In this experiment, Tutor-unassisted learn-
ing did not perform well; without su�ciently good
initial knowledge it was not able to improve without
any assistance from the tutor.

We also have to take into account the tutoring
costs that occur during the learning. In Tutor-driven
learning mode they are almost constant; the tutor al-
ways gives all the information about the current ob-
ject, which is available. The costs of Tutor-assisted
learning are significantly lower. The robot keeps ask-
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Figure 4: Experimental results: (a) Seven everyday objects from the database. (b) Evolution of Recognition Score, (c)

Tutoring Costs. Note the logarithmic scale along abscissa.

ing the tutor only at the beginning of the learning
process; after its knowledge gets improved the num-
ber of questions drops and most of the costs relate
to the fact that the tutor has to listen to the robot
and await for its questions. The costs of Tutor-
supervised learning are relatively high, since in this
experiment we use the settings presented in Table 2,
which assume that it is relatively expensive to asses
the robot’s knowledge. In addition to that, at the
beginning there is a lot of communication between
the tutor and the robot, which again drops when the
models of the concepts get stabilized. If the robot
establishes its transparency by verbalizing its beliefs
about current observations, the costs of assessing the
knowledge are significantly lower, and the overall tu-
toring costs significantly decrease (the strong dashed
line in Fig. 4(c)), making Tutor-supervised learning
more e�cient than the Tutor-driven. This holds true
also in practice; it is more convenient (and e↵ective)
for the tutor just to listen and correct the learner
occasionally than to continuously giving it new in-
formation.

6. Conclusion

In this paper we have introduced a new formal model
for formalizing learning strategies. We define a learn-
ing strategy as a common strategy of the tutor and
the robot that specifies the behaviour of the robot
and the tutor in the continuous learning process.
The formalism takes into account di↵erent levels and
types of communication between the robot and the
tutor and di↵erent actions that can be undertaken.
By specifying these actions an communication levels,
the learning strategy can be uniquely defined.

In general, it is very di�cult to objectively
compare di↵erent (incompatible) learning processes;
the presented formalism makes this comparisons
straightforward. This will allow us to analyse di↵er-
ent learning strategies, to e�ciently combine them

and to find a way how to exploit the properties of
the individual strategy best.

In addition, we introduced four learning strategies
that span across the entire space of possible learning
strategies and cover a major part of its variability.
They range across the entire spectrum of di↵erent
levels of the tutor involvement and the robot’s auton-
omy. We also evaluated these four learning strategies
using the proposed performance metrics.

While the currently presented formalism may ap-
pear to simplistic to apply to richer scenarios with
shifting the focus of attention and more complex dia-
logues, we believe that it forms a solid base of build-
ing blocks for basic tutor-learner interaction. In our
future work we will build upon this base and estab-
lish means of combining these blocks into more com-
plex framework which will account for more complex
situations.

Our primary goal is to develop a robot that would
be able to e�ciently acquire new concepts and to up-
date the existing ones in collaboration with a human
teacher. We have implemented the learning strate-
gies introduced in this paper on a real robot (for de-
tails the reader is referred to (Vrečko et al., 2009)).
When conducting research on interactive learning it
is crucial to have a real implementation of the learn-
ing framework on real robots and to test its function-
ality in real-world settings. However, it is equally im-
portant also to have formalisms and tools to perform
large scale experiments, which enable thorough eval-
uation and analysis of the proposed methods. We
believe that the proposed formal model can facili-
tate such research and enable further development
of related approaches.
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Skočaj, D., Kristan, M., and Leonardis, A. (2008).
Continuous learning of simple visual concepts
using Incremental Kernel Density Estimation.
In International Conference on Computer Vi-
sion Theory and Applications, pages 598–604.

Smart, W. D. and Kaelbling, L. P. (2002). E↵ec-
tive reinforcement learning for mobile robots. In
IEEE International Conference on Robotics and
Automation, pages 3404–3410.

Thomaz, A. L. (2006). Socially Guided Machine
Learning. PhD thesis, Massachusetts Institute
of Technology.
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