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Abstract: The paper presents a general architecture for behaviour based control systems for autonomous agents. A number of
archi tectural principles are proposed which make it possible to combine reactive control with learning and problem solving in a
coherent way. In particular, I investigate the interaction between reinforcement learning, internal world models and dynamic
action selection as well as a number of connections to psychological models and biological systems.

1. INTRODUCTION

Traditional computer systems, and artificial intelli-
gence systems in particular, have been built as symbol
processing automata where reasoning is implemented
as search in a knowledge base. In an attempt to build a
control system for autonomous agents, we have been
investigating entirely different principles. The
general architecture of this agent has been outlined in
Gärdenfors and Balkenius (1993). The system is based
on a set of highly structured neural network modules.
Some of these modules have already been constructed
while others are still under development. So far, we
have designed modules for motivation and
behavioural selection (Balkenius 1993), simple place
recognition based on smell cues (see below),
perceptual schema formation based on categorization
and association (Balkenius 1994), reinforcement
learning and self-organizing cognitive maps. Some
recent progress concerning reactive problem solving
that depends on the interaction between a reactive
control system, motivation and reinforcement
learning is reported below together with the overall
architecture of the system. The main purpose of this
paper is to promote a number of general architectural
principles for the design of autonomous agents. I will
also give an example of a simple but complete agent
constructed according to these principles.

It is our goal to design a physical autonomous robot
with the type of control system that I described
below. Currently, we are working on algorithms for
visual inputs (Pallbo 1992, 1993). In the extension,
the agent will be guided primarily by vision. Up to
this point, the perceptual input used in computer
simulations of the agent architecture has either been

entirely faked (BERRY II) or has consisted of
simulated olfactory and tactile information (BERRY
III).

2. AUTONOMOUS AGENTS

In recent years, research directions have emerged that
are based on new assumptions about the architecture
needed for intelligence. They all share some common
properties and “the emphasis in these architectures is
on more direct coupling of perception to action,
distributedness and decentralisation, dynamic inter-
action with the environment and intrinsic mecha-
nisms to cope with resource limitations and incom-
plete knowledge” (Maes 1990).

These approaches aim at natural intelligence, rather
than artificial, as they are based on, or at least inspired
by, biology. The most important aspect of such archi-
tectures is the emphasis on complete creatures or sys-
tems that let us make observations that cannot be
made from studies of isolated modules (Brooks 1986,
1991a, 1991b). Indeed, the goal of this paper is to
present a simple, but complete, agent architecture. We
will see a number of interesting properties emerging
as a result of the interaction between a number of
very simple processes. In constructing this
architecture, I have been inspired mainly by three
areas of current research.

◊ The subsumption architecture Subsumption is a
computational model that is based on a network
of asynchronously computing elements in a fixed
topology. The active elements communicate with
each other and with sensors and effectors by
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sending and receiving messages without implicit
semantics. The meanings of the messages are given
by the operations of both the sender and the
receiver (Brooks 1991b). Typically, the messages
are constrained to be very small values
represented in a low number of bits. The
communication rate is usually very low, in the
order of a few messages every second. This assures
that robots built using the subsumption archi-
tecture can be controlled by existing and cheap
hardware (Horswill 1993). Although this has not
been its primary goal, the subsumption
architecture shows a number of parallels to
models in ethology.

◊ Neural networks Even more biologically
realistic control mechanisms can be constructed
by using neural networks. Architectures of this
kind are similar to the subsumption architecture
in that they consist of a number of interacting
computing units. However, these are usually much
simpler than the computing elements in a
subsumption architecture. The units are assumed
to imitate neurons in the brain. In most cases,
however, the similarities with real neurons
should not be overstated. The main use of neural
networks in technical applications is based on
their learning abilities and not their similarity to
biological neural systems. This is one of the rea-
sons why neural network research will prove to
be important for the construction of autonomous
agents. Another reason for using neural networks
is that they are, at least in principle, very fast
when implemented in parallel hardware. When a
neural network is used for reactive control, the
calculations can, more often than not, be made in a
feed-forward manner. The architecture presented
below is based on neural networks. In what
follows, however, I will here only describe the
mechanisms at a computational level (cf. Marr
1982).

◊ Reinforcement learning In a typical control
situation, it is possible to measure the error in the
control scheme, but it is not always possible to
work out how to change the parameters of the
controlling mechanism in order to improve the
control scheme. This is one area where rein-
forcement learning can be used. This type of
learning is based on a reinforcement signal that
tells the system how well it is doing (see, for
example Baird and Klopf 1993). Using this signal,
the system adjusts its parameters in order to
maximize the expected reinforcement signal
(Barto, et al. 1983, Watkins 1992). This, again, is a
mechanism that can be found in real animals where
it shows up as instrumental or operant learning,
i.e. learning by reward or punishment (c f .
Lieberman 1990 and Mackintosh 1983).

These three areas are, of course, not orthogonal. For
example, it is quite possible to use neural networks
to build a subsumption style control system for a
robot. There also exist a number of neural network
models that perform reinforcement learning (e.g.,
Millán and Torras 1992, Williams 1992).

3. ARCHITECTURAL
PRINCIPLES

The architecture is based on a number of
organisational principles that I have tailored to fit
my needs. These principles are behaviour-based
control, subsumption, parallel engagements, central
behaviour selection and a functionally layered
architecture. I believe that it is possible to construct
autonomous agents with quite powerful abilities
using these principles. The architecture presented
below is an example of this type of agent. Most of its
abilities result from a combination of these archi-
tectural principles. By making the modules operate on
different types of sensory data, the same overall type
of architecture can be used for a number of
applications.

The control system of the agent is based on
behaviours. A behaviour1 is a subsystem that is
responsible for one specific coupling between sensors
and actuators (figure 1). This contrasts sharply with
the view of traditional AI where control is typically
based on a set of goals, a model of the world and a
search procedure. The search procedure tries to find an
action sequence that changes the state of the world to
the desired goal state. If such an action sequence is
found, it will be executed in the real world. In a
behaviour-based agent, the goal need not be explicitly
represented. Instead, behaviours are selected on an
immediate sensory basis in such a way that they are
likely to move the agent closer to the goal in the real
world. Problems are avoided when they occur. As we
will see, a behaviour-based agent can be augmented
with explicit goal representations and planning, but
such abilities are not part of its primary repertoire.

Sensors ActuatorsControl

Figure 1. A behaviour is defined as a connection
between sensors and actuators.

1The term behaviour  is used here to denote the system
internal to the agent that is responsible for the externally
observed behaviour. This terminology is admittedly a little
confusing but is consistent with the general use of this term
in behaviour based robotics.
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3.2 SUBSUMPTION

The second principle is borrowed from the subsump-
tion paradigm (Brooks 1991a, 1991b). A number of
layers in the architecture take care of different
behaviours. The lower layers control the basic
behaviours of the agent (figure 2). A typical low
level behaviour in a subsumption style robot includes
activities such as object avoidance, wandering and
rudimentary exploration. On a higher level we may
find processes like object identification and planning.
Each higher layer is able to monitor and control the
underlying layers. While traditional systems can be
said to be vertically decomposed into processing
stages, a system of the present type is horizontally
decomposed into behaviours (Schnepf 1991). Because
the complexity of the example system described
below is kept as low as possible, the subsumption
architecture is not used to the extent that it would
have been in a more complex agent.

Layer 0

Layer 1

Layer 2

Sensors Actuators

Figure 2. A hierarchy of behaviours.

From ethology we borrow the distinction between
approach and consummatory behaviour. Most parallel
engagements can be divided into these two
components. For the eating behaviour, the approach
behaviour consists of searching for or collecting food,
while the consummatory behaviour corresponds to
the actual eating of the food. For a dish-washing
robot, clearing the table can be considered the
approach behaviour while washing the dishes is the
consummatory behaviour. The distinction between
the two is that the first behaviour is instrumental in
achieving the second. In most cases, the approach and
the consummatory behaviours can be organized in a
subsumption style hierarchy (Figure 3). This type of
structure can be called an appetence module.

Consummation

Appetence ActuatorsSensors

Figure 3. An appetence module consists of approach
and consummation

3.3 PARALLEL ENGAGEMENTS

Different engagements are controlled by parallel mo-
dules. In an artificial creature, behaviours such as
eating and sleeping may be implemented as parallel
engagements. In practical applications of the
architecture, vacuum cleaning and dishwashing may
constitute parallel engagements. Each engagement is
controlled by its own subsumption hierarchy as
shown in figure 4.

Sensors Actuators

Layer A.0

Layer A.1

Layer B.0

Layer B.1

(Engagement A)

(Engagement B)

Figure 4. Each engagement has its own behavioural
hierarchy.

3.4 CENTRAL BEHAVIOUR
SELECTION2

In two recent papers, I have argued that central
control is necessary for complex cognitive operations
(Balkenius 1993, 1994). This is in contrast to the view
of Brooks (1991), Maes (1991) and others who argue
that central control is neither necessary nor suitable
for autonomous agents. As the control system of an
agent grows larger and more complex, the
probability of different behaviours interfering with
each other increases rapidly. When this occurs, the
existence of a central control module that is able to
shut off some behavioural modules and activate
others is needed to eliminate this problem. However,
this central control module is functional rather than
physical. It need not exist in a physically defined
place in the architecture. It is quite possible that this
central control module is the result of interaction
among various behavioural modules. It is important
not to misunderstand the principle of central
behaviour selection. It simply states that all
behaviours cannot be executed at the same time and

2A more appropriate name would be “Central Engagement
Selection” but the current name is already established in the
field .
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that the choice of behaviour cannot be made locally.
One part of the agent cannot decide to search for food
while an other decides to dance. However, most beha-
viours, and especially parts of behaviours, are best
handled in a distributed fashion. Figure 5 shows an ar-
chitecture where two engagements A and B centrally
compete for activation. In section 11, we will come
back to this mechanism.

B

A
Sensors Actuators

Layer A.0

Layer B.0

(Engagement A)

(Engagement B)

––

Figure 5. A behavioural hierarchy is selected
centrally.

3.5 FUNCTIONALLY LAYERED
ARCHITECTURE

Finally, the architecture will be organized in a
number of layers. This is subsumption on a macro-
level. While a subsumption architecture controls the
different parts of a behaviour, the layered architecture
on a larger scale adds general functionality to the
agent. An important feature of the layered
architecture is that the agent can operate without the
higher layers. They add functionality, but they are
never necessary.

For example, the lower layers control the
fundamental reactive behaviour. This system equips
the agent with a set of elementary abilities that are
used as a basis for more complex behaviours.

An intermediate layer may control behaviour based
on expected rewards as used in reinforcement learning
(Klopf and Morgan 1990, Sutton and Barto 1990,
Barto et al. 1990, Watkins 1992). Another role of
this layer is to chunk actions together into more
manageable routines. This kind of mechanism is well
handled by traditional approaches (e.g. Newell
1990).

The role of the top layer can be to learn about the con-
sequences in the environment of various actions. This
knowledge can later be used as an internal
environment where actions can be tested before they
are confronted with the unforgiving external
environment. This layer may also be used for self-

supervised learning within the lower layers. Planning
and problem solving are instances of this type of
process as are daydreaming and worrying. The upper
two layers are similar to the DYNA architecture
proposed by Sutton (1992). The final layer plays a
role similar to the world model in traditional AI
systems. Note however that this model is never
essential for the behaviour of the agent. If the agent
has a perfect model of its environment, then its
planning will be perfect, if it has not, the lower
layers will let it manage anyway.

Figure 6 shows an architecture with three functional
layers, each of which communicates reciprocally with
a motivational system (see section 11).

M

Reaction

Adaption

Model

ActuatorsSensors

Sensors

Figure 6. A functional hierarchy.

4. AN EXAMPLE DOMAIN

In 1985, Wilson introduced the so called animat ap-
proach to intelligence. This approach addresses the
problem of a complete artificial animal, or animat,
that has to survive in its environment (Wilson 1985,
1987). In this presentation, a two-dimensional spatial
domain will be used as an example. The tasks we will
consider all fall under the animat approach. A
hypothetical creature is situated in a world where it
has to fulfill a number of competing needs in order to
survive. I have performed a number of computer
simulations of a vehicle type creature in a world that
consists of a few simple objects (cf. Braitenberg
1984).

◊ W a l l s  The walls are used to build the
environment of the agent. Walls can be recognized
by the agent when they touch its whiskers. One
important feature of the spatial problems that can
be constructed using walls is that we can
represent very complex graphs as a complex maze.
If the graph we want to represent cannot be
represented on a two-dimensional surface,
teleporters can be added that can make the graph
arbitrarily complex. Since search is what
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traditional AI is all about, any such problem can
be converted into a maze in this way.

◊ Appetitive Stimuli When the simulated agent ap-
proaches an appetitive stimulus, a consummatory
behaviour will be activated. The stimuli are
identified by olfactory cues. Different stimuli can
have the same or different scents. In general, some
reward signal is generated internally by the agent
as it reaches and consumes an appetitive stimulus.

◊ Aversive Stimuli The second type of stimuli are
aversive. They are identical to appetitive stimuli
in all respects except that they generate a shock
signal to the agent. However, there is no intrinsic
difference between rewarding and shocking
stimuli, except that the rewarding stimuli
increase the overall performance measure of the
agent while the aversive decreases it. Any
difference in behaviour towards appetitive and
aversive stimuli depends on the internal structure
of the agent and not on the stimuli themselves.

◊ Other Agents The simulated world is a
multiagent environment. In principle, the
different agents should be able to compete or
cooperate. Some very rudimentary examples of
involuntary cooperation have been observed
during simulations, but a discussion of this
phenomenon is beyond the scope of the current
presentation.

The basic vehicle uses a very simple reactive control
scheme to move around in its world. The simplicity
of this control system makes it an ideal starting point
for the incremental design of autonomous agents. It
has previously been used in a number of studies (e.g.
Dumeur 1991) and in education (Donnet and Smithers
1991). Since the sensors of the vehicles are most
appropriately understood as olfactory, the stimuli in
our simulated world are sending out scent signals. In
summary, the simulated agent consists of the
following components.

◊ Olfactory sensors A number of smell sensors are
placed in pairs symmetrically along the front of
the agent. Each pair of sensors is sensitive to a
certain smell signal. By comparing the intensity
of the different smells, it is possible to calculate
the direction of its source. Olfactory input can
also be used to identify places according to their
smell (see Appendix C).

◊ Whiskers The agent is also equipped with two
whiskers in the front. They react on contact with
walls or other creatures. Their primary use is to
make the agent follow walls instead of trying to
go straight through them. Sequences of tactile
input can also serve to identify places with some
certainty. However, the tacitly generated place
representation does depend on how the agent got
to the current place.

◊ Retina  I am planning to use visual input for
object avoidance and place recognition. For this
purpose, a retina is positioned in the front of the
body. The image on the retina is constructed by
ray-tracing the simulated world model. Since the
retina is fixed in relation to the body, the vehicle
has to turn back and forth in order to scan its
environment. So far, visual input has not been used
in the simulations. I plan to substitute the basic
olfactory cues with visual ones as soon as the
visual module has been further developed.

◊ Motors There is a motor on each side of the crea-
ture. Each motor drives a wheel on its side of the
body. By varying the speeds of the motors, the
agent can go forwards, backwards or turn in any
direction. This is the simplest way to get around
on a two dimensional surface.

◊ Control system Finally, and most important, the
sensors are connected with the two motors
through the control system of the agent. The role
of this system is to let the agent do the right thing
at the right time. Indeed, it is necessary for the
agent to do anything at all. This system is the
topic of the remainder of this paper.

It has been argued (Brooks 1986) that a simulated
world should not be used since it is so easy to ignore
important aspects of the real world. Instead one
should opt for simple behaviours in a real robot in the
real world. In principle, I agree with this position.
The ultimate test for an agent architecture is in the
real world. I believe, however, that the development
of algorithms can be made in a quite different time
scale if one is allowed to do computer simulations
also. But it is important to remember that the
simulated architecture is intended for a physical
robot. Until it has been tested in the real world, one
cannot be sure that it will work under more realistic
circumstances.

5. REACTIVE CONTROL AND
GOAL GRADIENTS

The first layer of the architecture is responsible for
reactive control, i.e., control that has its origin in the
current sensory input of the system. The simplest
type of reactive control for an autonomous agent is
that of the basic vehicle as described in Braitenberg
(Braitenberg 1984). Let us assume the smell sensors
on one side of the body increase the speed of the motor
on the other side when the smell intensity increases.
This arrangement will make the agent turn towards
the source of the smell. This is the simplest possible
appetence behaviour. By varying the weights of the
connections from the sensors to the motors, the agent
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can be made to approach or withdraw from stimuli in
various ways.

There are three aspects of behaviour that can be
modelled in this manner: (1) approach or avoidance,
(2) speeding up or speeding down, (3) turning or
moving. The first two aspects are obvious, the third is
the difference between increasing the speed of one
motor to turn or turning by increasing the speed on
one motor and decreasing it on the other, thereby
making the speed of the agent constant. Figure 7
shows the different combinations of these aspects and
the different paths taken close to a stimulus by the
agent.

+ +
+

+ +
+

- -
+

+
- -

Figure 7. Different vehicle configurations and their
behaviours.

It is useful to consider the environment as a vector
field. The appetitive stimuli have force vectors
pointing towards them while the aversive stimuli
have force vectors pointing away from them. The
strengths of the forces may either increase or decrease
as we get closer to the stimulus. Different
motivational factors may also influence the current
force field. Arkin (1990) has used this type of force
fields to represent motor schemes. Figure 8 presents
an example of the force field in an environment with
two stimuli. To establish the force fields in an
arbitrary environment the agent is placed in every

possible point in space and its direction and speed of
movement are recorded (cf. Arbib 1987).

The use of force fields can be readily generalized to
most situations where there is a tendency for someone
to either approach or avoid some state of the world.
In fact, in the 1930s, the psychologist Kurt Lewin
developed a theory for all kinds of human behaviour
based on this notion (Lewin 1935, 1936).
Unfortunately, his work in this area has mainly been
forgotten while his work on social psychology has
become standard literature in the field.

By integrating the force field we get something that
we may call the rewarding potential of each point in
space. The position of an appetitive stimulus may for
example have the potential +1 while the position of
an aversive stimulus may have a potential of –1. If we
call the appetitive stimulus a goal, we may call the
forces goal gradients and we are back into psychology
again where the use of goal gradients in the
explanation of behaviour can be traced back to the
works of C. L. Hull (1938), another psychologist3
whose work has had an impact on psychology that is
second only to that of Freud’s. In the more general
case, we may talk of approach and avoidance gradients
generated by positive and negative potentials (i.e.
reward or punishment).

I will take the extreme view that all problems of be-
haviour can be reduced to the construction of the
appropriate goal gradients. I will use this assumption
throughout this paper since it makes it possible to
describe both reactive control and various forms of
learning and adaptation in a unified way. Learning can
be seen as a process for construction of the
appropriate goal gradients. Figure 9 shows the
potentials on a one dimensional path between two
stimuli.

In real animals, there exists an interesting asymmetry
between positive and negative potentials. The
aversion gradient is typically much steeper that the
appetitive. This is rather natural from a biological
point of view. It is useful to approach an appetitive
stimulus such as food from a very long distance while
aversive stimuli do not have to be avoided until the
animal is rather close to them. This asymmetry is
illustrated in figure 9. In most cases, one would like
this asymmetry to carry over to technical
applications.

There can be two sources of potentials and gradients.

◊ External When the force field is externally gene-
rated, it is the result of what I call immediate per-
ception, i.e. the current sensory signals are used to
build the force field. The path taken by the agents

3Hull had an engineering background and was also much
concerned with robotics.
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in figure 7 is the result of an externally generated
force field.

◊ Internal When a stimulus cannot be directly ob-
served, it is still possible for the agent to
approach or avoid it if it can construct a force field
internally. If the agent has learned that the goal is
just around the corner, this information can be
used to generate an internal potential that makes
the agent go the correct way. As we will see
below, we may interpret the role of reinforcement
learning as a generator of such internal goal
gradients.

+

-

Figure 8. Force-field around two stimuli

+

-

Figure 9. Potential along a path between to stimuli

In our simulated agent, olfaction was used to generate
the external force field. Again, I hope to be able to
substitute vision for the olfactory sensors later on. In
a visually guided agent, desired objects would
generate a positive potential while obstacles and
walls would generate negative potentials. By viewing
sensory information as force fields it is easy to see
what happens if we integrate information from
several different sensory modalities. In the basic case,
the combined behaviour is simply the behaviour
generated by the sum of the potentials for each
individual modality. A mathematical formulation of
the smell oriented reactive agent can be found in the
appendices.

6. REACTIVE ADAPTATION

The control system described above assumes that the
agent already knows which stimuli are appetitive or
aversive. This knowledge is reflected in the weights of
the connections from sensors to motors. In many
cases, one does not know beforehand which stimuli
are aversive and which are appetitive. It is also
possible that different stimuli change potentials, for
example from positive to negative. In these cases, it is
useful for the agent to adapt to the new environment.

Let us assume that a positive reinforcement signal is
associated with each type of consummatory beha-
viour. Negative stimuli such as shocks give rise to
negative reinforcement signals. We want the agent to
approach stimuli that are rewarding and to avoid
others. How can we devise a learning rule that would
accomplish this?

First we must observe that the only time the agent
can learn about the rewarding properties of a
stimulus is when it is in contact with it. This implies
that the agent must approach all stimuli initially to
find out about potential rewards. In other words, the
agents should be set up with connection from sensors
to effectors that makes it approach all stimuli. This
tendency for initial curiosity will gradually go away
as the agent learns about the rewarding or punishing
properties of different stimuli. Some authors have
argued that there is even a special part of the brain
concerned with this type of initial curiosity, namely
the septo-hippocampal system (e.g. Gray 1982)

The weights of the control system must change in a
way that makes the agent approach the appetitive sti-
muli and avoid the aversive. Recall from section 5
that there are a number of ways to approach and avoid
objects. This implies that we may either change the
connections that cross the centre of the body or the
connections that stay on the same side. It is also pos-
sible to change all four types of connections to get a
number of interesting behaviours.

A learning rule that only changes the crossing connec-
tions will make the agent speed up when it approaches
an appetitive object but slow down when it avoids an
object. A learning rule that operates on the other con-
nections will have the opposite effect. By introducing
nonlinearities in the control scheme, the possible
complexity becomes very large (Braitenberg 1984).

It is important to realize that there is an intrinsic
asymmetry between reward and punishment. If the
agent is rewarded for approaching some object, it is
likely that it will approach it again. In the long run,
the information about the rewarding properties of
this object will be very accurate since the agent has
probably approached it many times. On the other
hand, if the agent is punished for approaching an
object, it will not do it again, or at least be reluctant
to do so. This implies that its information about the
object will be based on one observation only. If the
valence of the object changes from aversive to
appetitive, the agent will never learn about it. A
solution to this problem is to let the agent gradually
forget about the punishing properties of aversive
stimuli so that it eventually approaches them again.
How fast this forgetting sets in should depend on
how punishing the stimuli is. For example, if the
punishment is very large, in most cases it is best if the
stimulus is never approached again. Holland (1975)
discusses this problem in the context of the genetic
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algorithm and the two-armed bandit. He proves that
there is an optimal strategy for the allocation of
trails depending on the probability for reward
combined with the certainty of that probability. This
scheme could possibly be adapted for the use in
autonomous agents.

7. REINFORCEMENT LEARNING

Reinforcement learning can broadly be defined as
change in future behaviour as a result of its past
consequences. The adaptation scheme presented in the
previous section constitutes a simple instance of
reinforcement learning. In a more general context we
may consider the Q-learning paradigm invented by
Watkins (1992). The central concept of this learning
paradigm is the Q -function that assigns a scalar
reward to each combination of a situation and an
action. If the agent is currently in the situation s it is
supposed to select the action a with the highest value
of Q(s, a). The role of learning is to set up the Q-
function appropriately.

This formulation of reinforcement learning is very
different from that in the previous section in that it
depends on a finite set of actions and situations.
Another important difference is that it may make use
of representations, i.e. a mapping from the (a, s)-pair
to the reward can be entirely arbitrary. The current
situation is not directly mapped on the controlling
outputs of the agent. Let us first consider how an
appropriate Q-function can be constructed. In the next
section, I go on to discuss the relation between an
agent with discrete actions and one without.

Assume that the agent is equipped with a set of
actions A and can perceive a set of possible situations
S. When the agent is exploring its environment it
chooses among the actions in A without taking the
function Q into account. Eventually the agent receives
an externally generated reward Re. Given that the
agent remembers its last few actions and in what
situations those actions were performed, it is able to
construct the values for the Q -function for the
corresponding (a, s)-pairs. The Q-value of the final
action is set to Re, while the other (a, s)-pairs are
given a reward as an exponentially decreasing
function of the time difference between the reward
and the time when the action was performed. In other
words, this is an example of delayed reinforcement
learning (cf. Sutton and Barto 1990).

Since the memory for previously performed actions is
typically limited, the agent is only able to learn its
last few actions before it received the reward. If we
want it to learn longer sequences, we must introduce
the concept of internal rewards. This is a reward that
is generated internally not because the agent has done
something right but simply because it has found an
action sequence that leads to a situation where the Q-

value is known. In other words, if the agent knows
how to get from situation s to the goal g using the Q-
function, an action sequence from t to s is internally
rewarded with the maximum Q -value for the
situation s. While the original Q-learning can be
considered a mechanism for action chaining, the
internal reward mechanism extends this chunking
process to larger sequences.

The internal reward function generates an internal
goal gradient that can be followed by the agent.
Using this view of the Q -function, it is easy to
understand the interaction between a reactive system
as described in section 5 and reinforcement learning.
The reinforcement learning is used to reshape the goal
gradients given by the external stimuli. Such an
interpretation will be used further in section 11 to
investigate reactive problem solving. The learning
scheme used in the computer simulations are
presented in appendix C. The convergence proof for
general Q-learning can be found in Watkins (1992).

8. FROM REACTION TO
ACTION

Reinforcement learning requires representations of
both actions and situations, but our simple agent
from section 5 has neither. How can we enhance its
architecture to make it ready for full scaled
reinforcement learning? We seem to need two
distinct processes, one for the creation of actions and
one for the creation of situations. Both these
processes rely on some sort of categorization process.
I have used a simplified form of the ART 2 neural
network architecture (Carpenter and Grossberg 1987)
to construct both action and situation categories
automatically (see Appendix C and D). Such
networks have the property that they can be run back-
wards, i.e. by activating an action category node, the
network will read out the corresponding action into
the motor system.

A further possibility is to use the vigilance parameter
of the ART network to generate more categories, and
thereby a better discrimination, if the task at hand
should require this. This mechanism has not been used
so far.

Places, which are equivalent to situations in the
current world, are categorized on the basis of their
smell. To generate an approximately evenly spaced
set of places, the signals from the smell receptors are
first processed by a function that is the inverse of the
smell diffusion function used to generate the smell
intensities at the receptors. This gives the agent a set
of signals that approximate the distances to the
different stimuli. As a consequence, the place
categories formed span the space in an almost evenly
manner. In most cases, a place categorization
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mechanism as this is not sufficient to construct an
exhaustive map of the environment. This type of place
learning was used in our simulations, not because it is
particularly good, but because it was easy to
implement.

RE

Sensors Actuators

P RL A

Reaction

Figure 10. An agent with reinforcement learning. S:
sensory signals; M: motor commands; P: perceptual
categories; RL: reinforcement learning module; A:
action categories; R: reactive system; RE: external

reinforcement.

I have also been investigating various neurological
models of place recognition based on visual cues. Such
models have been proposed by e.g. O’Keefe and others
(O’Keefe and Dostrovsky 1971, O’Keefe and Nadel
1978) and Olton et al. (1978). There exist a number of
computational models that are able to recognize
places from visual cues that seem appropriate for an
autonomous agent, e.g. Zipser (1985, 1986) and
Schmajuk and Blair (1993a, 1993b). In these models,
the recognition of the cues themselves are not
discussed. This is a problem that remains to be solved.
One possible algorithm is the one described by Suburo
and Shigang (1993), but it seems too intractable for
real time use.

Actions are constructed in a similar way. As the agent
is allowed to move around the world, driven by the
reactive system, a number of action categories are con-
structed. These actions correspond to different move-
ments of the agent such as a left or a right turn. Of
course, the agent could initially be equipped with a
number of primitive actions. Such a set is, however,
always a limiting factor when action sequences are to
be developed. In the type of architecture described
here, the agent is in principle able to construct new
primitive actions as they are needed. As yet, this has
not been tested in simulations.

Figure 10 shows the agent architecture with a reinfor-
cement learning module. This module is placed on top
of the reactive system in subsumption style. This im-
plies that the reactive module is always there to take
over if the reinforcement module fails to operate or is
ignorant of the situation. This is an example of func-
tional layering as described above.

9. ACTION BASED REPRE-
SENTATIONS

Above, I have investigated two types of processes
operating on actions. One is the process of action
creation that divides already established actions or
control strategies into smaller subparts. The other is
the chaining process governed by reinforcement
learning. This is a mechanism that takes atomic
actions and links them together in sequences.

These sequences depend on the perceived situations in
an interesting way. Each action that is performed is
supposed to lead to a new situation in which the Q-
value is known. Should this mechanism fail, say, if the
environment has changed, the agent may end up in an
another situation in which the Q-value is known. If
this is the case, the agent can go on as if nothing has
happened. In other cases, the agent may end up in an
entirely new and unexpected situation. In that case,
the reactive system takes over and tries to get it on
track again. As soon as the agent finds a situation for
which the Q-value is known, it will know what to do
next. At the same time, it will have learned how to
get out of the unexpected situation.

These properties rely on the fact that the representa-
tions of the agent are action based. The agent has no
internal model of the environment. All it knows is
based on its own behavioural repertoire. It need not
know what an external stimulus is or what its
sensory signals mean. All it knows is how to select
an appropriate action for the current sensory input.
The relations between stimuli in the environment are
represented in terms of the actions that serve to
transform one stimulus into another.

situation0 situation1

action

Figure 11. An situation–action–situation arc.

All the situations that the agent may find itself in,
together with all the actions it can perform, may be
considered a web of situation–action–situation arcs
(figure 11). The more the agent has learned, the more
this web will begin to look like a map of the environ-
ment. This is a very primitive map in many respects.
For example, even if the agent knows how to get
from A to B, it may not be able to get from B to A,
i.e. the paths learned are not reversible. On the other
hand, this asymmetry resembles the non-
commutativity of distances observed in human
subjects (Lee 1970). The spaces spanned by these webs
have much in common with the hodological spaces of
Lewin (1935, 1936). This was a formalism that
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combined concepts from topology and vector spaces
in an attempt to explain certain aspects of human
behaviour.

10. EXPECTATION BASED
LEARNING

Reinforcement learning in the form above works very
well in an environment that does not change. In fact,
if all actions are tested with some probability, the
agent will eventually find the optimal strategy for
the environment (Watkins 1992). However, most
natural environments do change. It is important that
the agent is able to revise its internal rewards when
the environment is not up to expectations. I propose a
mechanism for this that relies on two opposing
reinforcement modules4 together with a mechanism
for expectation based reward. Expectation based
learning has been used in biological models of
classical conditioning, notably, the Rescorla–Wagner
model (Rescorla and Wagner 1972) and more recently
by Barto et al. (1990), Klopf (1988) and Klopf and
Morgan (1990). See to Lieberman (1990) for an
overview of expectation based models. The use of
expectation here is somewhat different but depends
on the same basic properties as in those models.

A learning system that can adapt to a changing envi-
ronment works in the following way. Let there exist
two opposing learning functions Q+ and Q–. Each of
these functions operates as the Q-function described
above. The role of each of the Q-functions is to con-
struct a positive and a negative goal gradient respect-
ively. The positive goal gradient operates as before.
The negative goal gradient, on the other hand, has a
somewhat different role. When the positive Q -
function predicts a reward but it does not show up,
for instance as a result of a new object obstructing the
path to the goal, a negative reward is generated
internally in the agent. This negative reward signal is
used to drive learning in the negative Q-function.
When further actions are selected, the difference
between Q+ and Q– is used to select the appropriate
action. Consequently, an action or action sequence
that is not successful will be cancelled by the
negative Q-function. As a result, the agent will search
for a new path to the goal.

The reinforcement signal used in this type of learning
is based on the difference between expectations and
perceived reality. When expectations are set too high,
the negative Q-function will learn to suppress the
expectation. When expectations are set too low, the
positive Q-function will learn. The balance between
these two functions is able to adapt the creature to

4Compare these two opposing learning systems with the
two types of reactive connections ( i.e. crossing and non-
crossing) from sensors to effectors.

any changes in its environment. A consequence of this
mechanism is that the agent is not rewarded for
actions that it already knows will lead to an
appetitive situation. Taking an anthropomorphic
perspective, we may speak of surprise and
disappointment in the agent.

The two opposing learning processes also make it pos-
sible to use punishment as a teaching strategy. In
most cases, however, this is not an advisable strategy
as it induces an avoidance behaviour rather than an
approach behaviour. This will make the agent avoid
the punishing situation in any number of ways. We
may not be able to know what the agent will do.
Another problem with punishment is that the actions
of the agent will be based on imprecise information.
Since the agent will try to avoid the punishing
situation, it will not be able to get acquainted with
that situation. If the punishment was a bad coin-
cidence, the agent will probably never learn about it.
In other words, if one wants the agent to do
something, it should be rewarded for doing it.
Punishment is only useful if we want the agent not to
do something. Very often, reward is better in those
cases too as it will induce the agent to make more in-
formed choices. Unfortunately, this point is not as
well known as one would wish.

11. DYNAMIC ACTION
SELECTION

The presentation so far has assumed that there is only
one goal to pursue. In realistic situations, this is
almost never the case. For instance, an animal must
both eat and drink, sleep, build a nest, find a mate, etc.
These are different and competing goals. An agent
must be able to select among these goals in a rational
way. In Balkenius (1993) a neural network archi-
tecture is presented that can handle decisions about
what to do and when. I identify this module with the
motivational system of an animal. A motivational
state is selected as a result of three factors.

◊ Internal drives The agent has a number of primi-
tive needs that vary dynamically over time. Once a
need is not fulfilled, an internal drive signal is
generated that increases the probability of the
agent selecting actions that serve to fulfill that
need. For instance, in an autonomous robot, a drive
could correspond to the need to recharge the
batteries while another drive could make the
robot inspect a gate at regular intervals.

◊ External incentive At all times, the agent
receives sensory input that tells it about the
possibility of fulfilling a need. For instance, the
visual view of the electrical outlet would
constitute an incentive to recharge the batteries.



11

◊ Internal incentive Internal incentive has the
same role as external incentive except that it does
not directly depend on the currently perceived
situation. Instead it is generated in the
reinforcement learning modules. An internally
expected reward corresponding to battery
recharge would make the agent more likely to
recharge the batteries even if the outlet is not at
sight.

M

Sensors

Sensors

Internal 
IncentiveExternal 

Incentive

Internal 
Drives

Figure 12. The determinants of motivation.

These three factors are weighted together for each of
the engagements of the agent, and a decision emerges
about what the agent should do. It is quite possible
that this decision is changed as the agent tries to
pursue the goal. If our hypothetical robot passes the
gate on its way to the electrical outlet, it may very
well change its decision and inspect the gate on its
way. Once the gate is checked, the robot will continue
towards the electrical outlet. This is an example of
opportunistic behaviour that results from the
interaction between a motivational module and
reinforcement learning or a reactive control system.

To implement a system like this, the agent must be
equipped with a number of reinforcement modules Q0,
Q1,…Qn, i.e., one for each motivational state. At any
time, the reinforcement module that corresponds to
the current motivational state is used to control
behaviour. Of course, all reinforcement modules are
simultaneously able to generate internal incentive to
the motivational system. This is an example of the
principle of central behaviour selection. I have
previously argued that a motivational system of this
type is necessary in a biological system for higher
cognitive function to evolve. The argument and the
main evolutionary stages are presented in Balkenius
(1993).

In principle, it is possible to use only one reinforce-
ment module to control all behaviours. However,
such a system is very cost ineffective. It is able to
produce a slightly better performance than a system
with separate reinforcement modules but the learning
process is many times slower. It has been shown in
Tenenberg et al. (1993) that a task decomposition of
behaviours is a much more practical way to handle

many competing goals. Figure 13 shows the
architecture of our current agent.

m

Sensors Actuators

P A

Reaction

Qi+

Qi–

Figure 13. The agent with a motivational module, m,
and a more advanced reinforcement learning system,

Qi.

12. REACTIVE PROBLEM
SOLVING

I now turn to a recent discovery concerning reactive
problem solving in terms of a goal gradient. Consider
the classic situation in figure 14a. The agent is placed
on one side of a barrier and an appetitive stimulus is
placed on the other side. The barrier is such that the
stimulus is visible from the position of the agent but
the agent cannot pass through it. In order to reach the
goal, the agent must go around the barrier. This is a
complicated situation since the reactive system will
guide the agent straight ahead towards the barrier
where the agent will get stuck. Somehow the agent
must learn to discount of its immediate sensory
information and take the path around the barrier.

In the classical works of Hull (1943), Lewin (1935,
1936) and Tolman (1932), this is a problem that was
considered to require insight on the behalf of the
agent (cf. Rashotte 1987). Insight, though, could not
be explained in mechanistic terms. As we will see, an
analysis in terms of the concepts I have developed in
this paper suggests a possible mechanism.

The goal gradient generated by the reactive system
will guide the agent directly towards the appetitive
stimulus without concern for the obstructing barrier
(Figure 14b). Let us assume that an internal
reinforcement signal is generated at every place that
corresponds to the goal gradient generated by the
stimulus. Figure 14c shows the initial internal
reinforcement signals generated along the two paths
A–B and A–G shown in figure 14a. Note that internal
reinforcement is equivalent to the potential discussed
in section 5.

As the agent approaches the goal, its expected reward
will increase for every step until it reaches the
barrier. When the agent is stopped by the barrier,
there will be a negative difference between its
expected reward and its actual reward that will cause
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changes in the negative Q-function for the current
motivational state. This function will increase until
it has completely cancelled the attracting force of the
stimulus. For each action that is performed that does
not lead closer to the goal, the Q – will increase.
Figure 14d shows the negative goal gradient that is
constructed through this process. When the positive
goal gradient resulting from the sensory input is
combined with the negative goal gradient constructed
in Q – are added together, the agent will take the
correct path around the barrier following the goal
gradient in figure 14e.

This is an example of truly reactive problem solving.
Nowhere does the agent need the ability to anticipate
the consequences of it actions. All changes to the
agent are made on a reactive basis. This is a rather
general mechanism that can be used to make
autonomous agents recover from behavioural
strategies with outcomes that are worse than
expected. An interesting aspect of the ability to
perform reactive problem solving is that it rests
entirely on the interaction between a set of already
existing modules.

The type of behaviour generated by our simulated
agent should be compared with the behaviour of
higher animals and small children that are placed in a
similar situation. At first they try to pass straight
through the barrier and only after much struggle will
they take the path around the barrier to approach the
goal (Lewin, 1936).

We may finally compare the behaviour of our agent
with an experiment performed by Sutton and Barto
(1990) in an equivalent situation. Their temporal
difference (TD) procedure needed about 500 trails to
learn the correct path around the barrier and only
produced optimal behaviour after more than 5000
trails while the learning mechanism presented here
required only one. The success of the current approach
has its origin in the interaction between the reactive
and the learning modules. Since the simulation by
Barto and Sutton did not incorporate a reactive
system but used random walk to try out different
actions, the comparison is not entirely fair. It does
nevertheless show how effective performance can
result from several interacting strategies.

The reader may object that most humans would not
first try to pass through the barrier and only later
take the successful path around it. I want to suggest
that in many equivalent situations human behaviour is
very similar. It is important to remember that the
barrier is only perceived by the agent when its
whiskers are in contact with it. In other words, the
agent does indeed avoid the obstacle as soon as it is
perceived. Similar behaviour is produced when one
tries to drive the shortest way to some goal only to
find that the road is blocked half way through.
However, there exists many situations that cannot be

handled in the way described above. This is especially
true in environments where some actions are non-
reversible. In such environments it is useful to equip
the agent with the ability to do model based planning.
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Figure 14. Reactive problem solving (a) the problem
situation; (b) forces generated by the goal; (c) the

initial goal gradient generated by the goal only along
the path from A to G.; (d) the internal negative
gradient; (e) the final gradient that solves the

problem. The text describes the situation further.

13. PLANNING

Reactive problem solving in the sense presented above
requires the agent to try out different behaviours in
the environment to figure out how to solve the
problem. What happens if one of the attempted
actions has consequences that make the attainment of
the goal impossible? It is clear that such situations
are rather common in human environments. For
example, it would not be very wise to break the key in
an attempt to open a locked door. Without any
knowledge whatsoever, how is one supposed to know
that breaking the key is not the action that in fact
opens the door? Of course, the solution is to keep
knowledge of previous behaviours and their
consequences. This information can be used to predict
what will happen when an action is performed.
Hopefully, the knowledge can be used to avoid some
problems with non-reversible operations. It is also
more cost effective to simulate actions internally
instead of performing them externally. How can this
type of planning ability be added to the already
existing architecture?

A general architecture for a planning agent is
presented in (Gulz 1991). Planning is considered as
internal simulation of external behaviours. Instead of
using the external world to generate new sensory
information, actions are performed in an internal
model. The different actions are simulated in this
model and a new sensory input is generated
internally. In this view, the internal model is not
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independent of the agent itself. It is a module that has
the ability to generate the appropriate sensory
information that would result if the agent had
performed the corresponding external action.

The internal model is used in a very different way
than the models used within the symbol processing
paradigm. The model is not a description of the
world. As far as our agent is concerned, the internal
model is a world. To be successful, this internal
world must parallel the external world. Planning
can be seen as behaviour in this internal world instead
of the external world (cf.  Gärdenfors 1992a,
Gärdenfors and Balkenius 1993). The only difference
between a search in the internal world compared with
the external world is that all actions are reversible
and can be performed much faster than actions in the
external world. The plan constructed from behaviour
in the internal world is no different from the paths
learned from externally tested action sequences. Both
types of learning are made as described above in
section 7. By depending on the already existing
modules, planning ability is the result of adding a
single module (Figure 6). Again we have an example
of a true system property that cannot be localized in
one specific module of the agent. With the model
module, the agent can engage in planning, but this
module does not plan in itself. Similar ideas have been
used, for example, by Jordan and Rumelhart (Jordan
and Rumelhart 1992) to construct an inverse model
and by Nguyen & Widrow (Nguyen and Widrow
1989) in adaptive control. In many respects, the
proposed architecture is similar to Sutton’s DYNA
(Sutton 1992).

14. DIRECTIONS FOR FURTHER
RESEARCH

The present architecture is not yet final in any way.
The simulations discussed in this paper are the
simplest behavioural instances for a complete agent
architecture I could conceive of. As already
mentioned, the individual modules presented here are
among the simplest possible of each kind. In the
future, I will aim at extending the different agent
modules to handle more complex situations.

The perceptual side of the agent will be extended to
include visual input. The place learning method used
above is clearly too simple for most problems. In
future architectures I will make use of angular
relations between visual landmarks to recognize and
categorize places.

In more complex environments, it will be necessary
to categorize the different situations in more detail.
A much more powerful mechanism for perceptual
representation will be needed.

Balkenius (1992) presents an architecture for neural
networks that are able to self-organize perceptual
schemata for static and dynamic percepts. In
Gärdenfors (1992b), the inductive properties of this
type of architecture are discussed. Some properties
that seem to be required of a neural code for
successful representations of an environment are
reported in Balkenius (1994). It would be interesting
to add these more advanced perceptual mechanisms to
the present architecture. I believe that a more
advanced perceptual system would aid transfer of
learning between different similar tasks.

I will also study environments where a planning
ability is of use. As yet, I have not attempted an
implementation of any planning ability. Mainly
because it is hard to think of a domain where planning
really makes any difference. Compared to the simple
environments that have been simulated so far, the
situations where planning would be necessary are far
more complicated.

When I consider agents with a larger set of potential
behaviours I will also be confronted with problems
of coordination of several concurrent actions. In this
case, the mechanisms for action creation and chaining
must be much more advanced than the modules used in
the examples above.

15. CONCLUSION

A general architecture for a behaviour based control
system of autonomous agents has been presented. It is
based on a number of architectural principles. Most
importantly, the system is organized in a number of
layers.

The first layer consists of a number of parallel
reactive control systems organized in a subsumption
style architecture. These parallel systems can be
activated or inhibited by a central behaviour selection
mechanism.

The second layer is used for reinforcement learning.
There are two opposing learning modules for each
motivational state of the agent. These modules
interact with the underlying reactive system to
produce more complex behaviours. The main
operation of the learning modules in the second layer
is the dynamic construction of a discrete action set
and chaining of those actions into behavioural
sequences. Some abilities of the agent to perform
reactive problem solving have also been demon-
strated.

Finally, a layer is added to the architecture that makes
planning possible. The role of this final module is to
construct a mapping from an action to its
consequences. To the agent, this mapping is considered
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an internal environment where actions can be tried
before they are confronted with the unforgiving
external reality.

The mechanisms presented are mainly based on the
type of learning one would find in biological systems.
I believe that the type of overall architecture
presented here can be used as a starting point for the
development of a much more advanced and capable
autonomous agent. Insofar as the behaviour of the
agent can be considered intelligent, it shows natural
rather than artificial intelligence.
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APPENDIX A: REACTIVE
CONTROL

Let sL be the array of intensities delivered from the
sensors on the left of the body and s R  the
corresponding sensors on the right side of the body.
The connections from sensors to motors will be
called wXY where X is the side of the sensors and Y is
the side of the motor. In other words, there are four
sets of weights, wLL, wLR, wRR and wRL. The output to
each of the motors oL and oR is calculated as follows.

oL = si
Lwi

LL + si
Rwi

RL

i∈I
∑ (A1)

oR = si
Rwi

RR + si
Lwi

RL

i∈I
∑

(A2)

These formulas assume that the signals from the
sensors do not need to be pre-processed through some
non-linear function. A slight reformulation of
formula (A1) and (A2) makes it possible to account
for the different slopes of the approach and avoidance
gradients.

We may reformulate (A1) as,

oL = f + ( pL )− f − (qL ) , (A3)

where pL is the sum of the positive components of the
sum in (1),

pL = si
Lwi

LL[ ]+ + si
Rwi

RL[ ]+
i∈I
∑

(A4)

qL is the sum of the corresponding negative compon-
ents,

qL = −si
Lwi

LL[ ]+ + −si
Rwi

RL[ ]+
i∈I
∑ , (A5)

and x[ ]+ = max(x,0). Equation (A2) can be changed in
the same way. The two functions f +  and f −  describe
the slope of the appetitive and aversive gradients. In
the typical case,

 d
dx f + (x) < d

dx f − (x) (A6)

APPENDIX B: SIMPLE REACTIVE
ADAPTATION

Let R(t) be an externally generated reinforcement
signal at time t which is positive when the agent
reaches appetitive stimuli and negative on contact
with aversive stimuli. We want the weights w from
equation (A1)–(A5) to change in a way that reflect
the values of R(t). There are a number of possible
ways to do this. Let,

wLR (t +1) = wLR (t)+ Δw(t) , (B1)

wRL (t +1) = wRL (t)+ Δw(t). (B2)

A linear learning rule can be formulated in the
following way,

Δwi (t) = εR(t) si
L (t)+ si

R (t)
2









 (B3)

The weights that cross the centre of the body are
changed with an amount that is proportional to the
average sensory input of each type. It is, of course,
also necessary to limit the values of w  within a
suitable range. Weights that are too large would
make the movements of the agent oscillate on its way
towards the goal. Assume that the suitable range for
the w:s is [–a, a]. We may use this information to
formulate a delta-rule type learning rule (c f .
Widrow and Hoff 1960/1988).
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Δwi (t) = ε wi (t)− a( )R(t) si
L (t)+ si

R (t)
2









 . (B4)

Formulas (A7)–(A10) assume that the weights are
initially symmetrically organized. If this is not the
case, it is necessary to have a different Δw for each
side of the agent. Note that the learning rules
proposed here has the effect that the agent will
increase its speed as it approaches an appetitive
stimulus but slow down when it tries to avoid an
aversive stimulus. It is easy to extend the learning
rules to operate on all weights if we do not want the
agent to slow down as described in section 5.

APPENDIX C:
CATEGORIZATION OF PLACES

This appendix describes the simplest possible
mechanism for the categorization of places. The
algorithm is derived from the ART 2 neural network
architecture (Carpenter and Grossberg 1987) and can
be described as follows. Let x=<x0, x1,…, xn> be the
activity of a set of neurons n and w0, w1,…, wn a
corresponding set of k component weight vectors.
Denote the sensory signals by s=<s0, s1,…, sk>. Let c be
the index of the last committed neuron (0 initially).
The value ϕ is a vigilance parameter that determines
the number of constructed categories and α  is a
learning rate. The algorithm for the categorization of
places follows:

At each time step:
(0) Get the sensory input s.
(1) For each i≤c let xi = wi⋅s.
(2) Set m to the index of the xi with the

largest activity.
(3) If xm<ϕ then let c:=c+1 and m:=c;
(4) Let xi=1 if i=m and 0 otherwise.
(5) Let wm  :=(1–α)wm +αs.

The index of the current place is given by m. It should
be noted that this algorithm is an absolute minimum
for place learning. To work, it depends on a nicely
structured input space and a bit of luck. The reason for
using this algorithm is that it is necessary to test the
rest of the architecture. In any realistic situation a
more advanced place learning scheme must be used
(e.g. Schmajuk and Blair 1993a, 1993b, Zipser 1985,
1986).

APPENDIX D: ACTION
CONSTRUCTION

The construction of action categories (see section 8)
can be done in the same way as place learning as

described in Appendix C. All we have to do is to
replace the sensory input vector with the output
signals to the motors from the reactive system. The
algorithm will learn a set of actions as a direct result
of the motor outputs such as go forward, turn left,
etc. These categories are then used as actions in the
reinforcement learning system.

Actions are performed by running the network
‘backwards’. An action category node ni is activated
and its learned motor pattern is sent to motors for a
fixed length of time. Figure D1 shows the relation
between the motor system and the action
categorization system. Similar architectures can be
found for example in Carpenter and Grossberg (1987)
Grossberg and Kuperstein )1989).

Action 
Categories

Motor 
System

Performance
Categorization

Figure D1. Motor commands are learned in the action
categorization module and can later be read out into
the motor system by activation of the appropriate

action node.

APPENDIX E: Q-LEARNING

This appendix describes a more general form of rein-
forcement learning than the form in appendix B. The
learning algorithm, Q-learning, is very general but
very slow. In appendix F, another version of
reinforcement learning is presented which is much
faster. This other type of reinforcement learning is
not reversible, however. As a consequence, both
algorithms have been used in the simulations
described above.

The Q -learning scheme presented here was
implemented as a neural network but here it will
only be described at the computational level.

Let A be a set of actions and S a set of situations.
Situations correspond either to the direct sensory
input to the agent or the sensory input in combination
with some place representation. It is possible that the
actions have been dynamically created as described
above in Appendix C.

A Q-function is a function that assigns an internal ex-
pected reward value, Re, to each pair of an action,
a∈A, and a situation, s∈S (cf. Watkins 1992).
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Let s(t) denote the situation perceived by the agent at
time t and let a(t) be the action performed. This action
changes the situation into s(t+1). The value of Q(s,a)
is given by the table qij where i ranges over all
situations and j over all actions. Initially, qij = 0 for
all i and j, α is a learning rate, and γ is a discount
factor that makes a future reward worth less than an
immediate reward.

If R(t+1)>1, qij is updated according to the formula,

q
ij
(t +1) = (1−α )q

ij
(t)+αR(t +1), (E1)

for i=s(t) and j=a(t). If R(t+1)=0 the following
formula is used instead,

q
ij
(t +1) = (1−α )q

ij
(t)+αγV(s(t +1)), (E2)

where,

V(s) = max j qsj . (E3)

When the agent makes use of the learned Q-function,
it has only to select the action that maximizes Q(s,a)
in the current situation s. Watkins (1992) proves that
this learning algorithm results in the optimal policy
in the limit. However, the learning is usually very
slow.

APPENDIX F: FAST RE-
INFORCEMENT LEARNING

This appendix describes an alternative reinforcement
learning schema that is much faster than ordinary Q-
learning. So far, it has not been possible to
incorporate reversible learning in this model in the
general case. It can, however, be used with great
utility in fixed environment or in environment with
only one goal of each type.

The learning now proceeds in two steps. First the
short term memory of the agent is updated and then
the q-table is backed-up.

We define the short term memory as a table sij. All
elements of s are initially set to 0. To update the
short term memory, we first calculate the situation–
action gain, mij(t), as

mij (t) = max δxij (t), nij (t){ },, (F1)

where,

nij (t) =
1 if i = s(t) and j = a(t)
0 otherwise




(F2)

Then the short term memory is updated according to
the formula,

xij (t +1) =
mij (t) if mij (t) > θ
0 otherwise




(F3)

The relative sizes of the trace decay, δ , and the
memory threshold, θ, determine the memory capacity
of the learning system. If qij is implemented as a
lookup table, there is no reason why the threshold
could not be set to 0, giving the agent unlimited short
term memory. In a neural network implementation,
this is less realistic.

We now calculate the current reward as,

R(t) = max RE (t), RI (t)( ) (F4)

where, RE(t) is the current external reward and RI(t)
is given by,

RI (t) = max
a∈A

Q s(t),a( ). (F5)

Finally we back up the q-table using the formula,

qij (t) = max qij (t −1), R(t)xij (t){ } . (F6)

In a stable world where actions are chosen stochasti-
cally according to the Q -function, this learning
scheme will generate the optimal Q-function very
fast. Since the mechanism incorporates a short term
memory, learning is much faster than in ordinary Q-
learning.

On the basis of equation (F6) the Q(s, a) can only
grow larger. In a changing environment, we also need
a mechanism that can decrease the size of Q(s,a). The
solution proposed above is to use two Q-functions,
one for positive learning and one for negative
learning. Investigating this possibility in the general
case of a changing environment with multiple goals is
one of my current research issues.
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