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Abstiact

Artificial IntelligenceNV is a researchanddevelopmentcom-
pary devotedto the creationof a computemprogramcapableof
passingthe Turing Test. Our firm corviction is that the only
way of achieving this is by returningto Turing’s original vi-
sionof building a child machineandthentrainingit to learnthe
languageskill. In this paperwe shav how a uniqueinterplay
betweercreatinglearningalgorithmsandtrainingthemto con-
versehasresultedin a systemwhich satisfieghis requirement.
Internally code-namedHAL’, our child machinehassuccess-
fully passedhe Turing Testat the level of a fifteen-month-old
humaninfant.

1. Introduction

In 1950 Alan Turing consideredhe question“Can ma-
chinegthink?” Turing’sanswetto thisquestiorwasto de-
finethemeaningof theword ‘think’ in termsof acorver
sationalscenariowherebyif ahumaninterrogatorcannot
reliably distinguishbetweena machineanda humanbe-
ing solelyonthebasisof their corversationahbility, then
the machinecan be said to be thinking (Turing, 1992).
Thisprocedurés nowadayseferredto asthe Turing Test.

Artificial Intelligence NV (Ai) is a compaly dedi-
catedto a decade-longesearctprojectaimedat creating
a computerprogramcapableof passingthe Turing Test.
Oursis the first commercially-orientedesearchand de-
velopmentffort, with completefinancialbacking,thatis
committedto the creationof ‘true’ artificial intelligence.

The methodsemployed at Ai strictly adhereto Tur-
ing’s measureof intelligence. Generallearning al-
gorithms are researcheddeveloped, and subsequently
trainedin a black-boxfashionto reachpreciselanguage
performancemilestonesspecifiedwith referenceto hu-
man lingual development. Evaluationof the systems
performanceis performedwith respectto thesemile-
stonegqTreisterGorenetal., 2000).

Oneof themary uniquefeaturef ourventureis that
equalimportanceis givento the developmentof learn-
ing algorithmsand their training and evaluation. This
approachnvolvescooperatioron a day-to-daybasisbe-
tweenresearcherfom very differentdisciplines.We are
finding that this constantinterplay helpsus to guide our
work in awaywhichfocusesnresolvingimmediateper
formanceissues.It hasprovenitself to be an extremely
valuableapproach.

We begin this paperwith a brief historical overview
of both the Turing Testand the traditional approachto
artificial intelligence.We thendescribenow ourresearch
andtraining departmenthiave worked togethertowards
the creationof our own child machine,internally code-
namedHAL’. Finally we presensomeresultsof HAL's
performanceijncluding detailsof the Turing Testwhich
it passedtthelevel of afifteen-month-old.

2. Historical Overview

The Turing Testis an appealingmeasureof intelligence
becauseas Turing himselfwrites, it “has the advantage
of drawing a fairly sharpline betweenthe physicaland
theintellectualcapacitiesf a man”. The LoebnerCon-
test, held annuallysince 1991, is an instantiationof the
Turing Test. Thesophisticatiorandperformancef com-
puterprogramsenterednto thecontestpr lackthereof,is
indicative of thefactthatthefield of artificial intelligence
haslargelyignoredTuring’s strict evaluationcriterion.

In a recentthoroughreview of corversationalsys-
tems,the absurdityof performancen the LoebnerCon-
testwasemphasizeqHasidaandDen, 1999). Sincethe
Turing Testrequiresthatsystems'talk like people”,and
sinceno systemcurrentlymeetsthis requirementthead-
hoctechniquesvhich the LoebnerContestsubsequently
encouragesnale little contritution to the advancement
of dialogtechnology

Although we agreewholeheartedlythat the Loebner
Contesthasfailedto contributeto theadvancemenof ar-
tificial intelligence,we do believe that the Turing Test
is an appropriatesvaluationcriterion, and our approach
thereforemakestheassumptiorthatengagingn domain-
unrestricteccorversationis the mostcritical evidenceof
intelligence.

Turing’s Child Machine

Turing concludedhis classicpaperby theorizingon the
designof acomputemprogramwhichwould becapableof
passinghe Turing Test. He correctlyanticipatedhe dif-
ficultiesin simulatingadultlevel corversation,and sug-
gestedhat“insteadof trying to producea programmeo
simulatetheadultmind, why notrathertry to produceone
which simulatesthe child’s? If this werethensubjected
to an appropriatecourseof educationone would obtain
theadultbrain?”



Turing regardedlanguageas an acquiredskill, and
recognizedheimportanceof avoiding the hard-wiringof
thecomputemprogranmwherevserpossible He viewedlan-
guagelearningin a behavioristic light andbelieved that
the languagechannel narronv thoughit may be, is suffi-
cientto transmitthe informationthat the child machine
requiresin orderto acquirelanguage.To our knowledge
nobodyhasseriouslypursuedTuring’s suggestioruntil
now.

TheTraditional Apprach

The traditional approachto artificial intelligence has
restedon theassumptionthatfixedgrammaticatulesare
sufficientto capturethe compleity of alanguageThese
rules are subsequenthhard-wired, as is a databaseof
knowledge aboutthe world, in the hopethat a corver-
sationalcomputerprogramwill emege. This approach
hasfailed to producearything more sophisticatedhan
domain-restrictedlialog systemswhich lack the kind of
flexibility , opennesandcapacityto learnthatarethevery
essencef humanintelligence.

Contraryto Turing’s predictionthatat the turn of the
millennium computerprogramswould participatein the
Turing Test effectively, no true corversationalsystems
have yet beenproduced,and none have passedan un-
restrictedTuring Test. This may be relatedto someof
the changeghat have taken placein the field of child
languageresearchand linguistics since the 1950%s. A
revolutioninspiredby Chomsk’stransformationagram-
mar (Chomsly, 1975) occurred,pushingasidethe com-
peting behaiorist theory of languageheadedby Skin-
ner (Skinner 1957). Computationalimplementations
basednthe Chomskiarphilosophybecamehestandard
methodfor trying to generatecorversationalcapability
yielding disappointingresults. It is our thesisthat true
conversationahbilitiesaremoreeasilyobtainablevia the
currentlyneglectedbehaioristic approach.

\erbal Behavior

Behaviorism concentratesn the obsenableandmeasur
able aspectf behaior (Owens,1992), and behaior-
istsconsequentlybjectto thekind of grammaticabtruc-
turesproposedy linguists,claimingthattheseonly com-
plicate explanationsof languageacquisition(Whitehurst
andZimmerman,1979). Thisis notto saythatbehaior-
ists dery the existenceof internalmechanismsthey do
recognizethat a study of the physiologicalbasisof be-
havior is a necessargteptowardsa betterunderstanding
of it. Whatbehavioristsobjectto is the proposalof inter-
nal structuresor processethathave no specificphysical
correlate.A functionalratherthana structuralapproach
is favored, with a focuson the stimuli that evoke verbal
behaior andits consequenceasn languageerformance.
Skinnerarguedthatpsycholinguistshouldignorethe
traditional categoriesof linguistic units, and shouldin-
steadtreat languageas they would ary other behaior.
Thatis, sincelanguages regardedasaskill thatis notes-

sentiallydifferentfrom ary other, generatingandunder
standinganguagemustthereforebecontrolledby stimuli
from the ervironmentin the form of reinforcementjm-
itation and successie approximationdo matureperfor
mance.

TheAi Apprach

We have embracedhe behaiorist approacho language
acquisition,structuringour developmentcycle to allow
our researchand developmentdepartmentto provide
our training andevaluationdepartmentvith a black-box
learningsystemthatis thentrainedto acquireandusea
naturallanguage.We arefinding that the feedbackpro-
vided by the training departmento the researctdepart-
mentgreatlyassistaisin targettingour researchWe be-
lievethatthis procesenablesisto feeloutthelimitations
of our currentimplementationand work to surmount
them,whereaghetraditionalapproaciwould have putus
in the deepend, strugglingto stay afloatwith little idea
of whereto focusour efforts.

3. Research and Development at Ai

Nobody really understanchow the humanbrain works,
nordowefully grasptheprocessy whichit acquiresand
usesnaturallanguage Languagéds a comple artifact—
a by-productof unobserableprocessethatoccurinside
thehumanbrain. We cannotcreatea corversationathild
machineby looking inside our own heads. Rather we
needto focuson creatinga systemwhoselanguagebe-
havior is indistinguishablefrom our own, regardlessof
its architecturelt isimperatve, thereforethatwe should
begin by making as few assumptionsas possible: ary
other approachwould pollute HAL with our imperfect
knowledgeandhinderits development.

We may apply the behaioristic framework to a gen-
eral learningmechanismwith the goal of having it ac-
quire naturallanguageand useit corversationally via
aniterative development-training-deelopmert cycle. In-
deed, it is our belief that fairly generalinformation
processingmechanismsn the humanbrain have been
adaptedo thelanguageroblem,andprevioussuccessit
transferringalgorithmsdevelopedfor imagerecognition
to thelanguagedomainlendsweightto this argument.

ThedevelopmentycleemployedatAi focusesonthe
progressie specialisatiorof generalearningalgorithms
to the problem of languageacquisition. HAL consists
of somesetof learningcapabilitiesalongwith a drive to
perform. The developmentf theselearningcapabilities,
which, it almostgoeswithoutsaying,shouldbeassimple
andasgeneralas possible,is driven by the demandfor
lingual performancespecifiedoy HAL s trainer

SystenArchitectue

From the point of view of its trainer HAL is a black-
box which percevesandbehaeswithin its ervironment
via theimpoverishedanguagechannelover which a se-
guenceof ASCII characteraretransmitted.In addition



to this, HAL is ableto perceve primary reinforcersand
punishersadministeredby the trainer via its reinforce-
ment channel. This simple architectureis shovn dia-
grammaticallyin figure 1.

Language
Channel

Reinforcement

Trainer Channel

Figure 1. HAL's black-boxarchitecturdrom the point of
view of its trainet

Internally, HAL consists predominately of two
stochastienodelswhich,in combinationgiveit themin-
imal necessanabilities of behaing, by generatingsym-
bols on the languagechannel,and of having its beha-
ior modified by feedbackfrom the ervironment. The
first model capturesthe interdependencbetweensym-
bols which HAL obsereson its languagechannel,en-
ablingit to make apredictionaboutthesymbolit is lik ely
to obsenenext, while thesecondnodelcaptureghecor-
relation betweenHAL'’s behaior andthe reinforcement
providedby thetrainer, allowing it to selectthe behaior
mostlikely to resultin a reinforcerbeingadministered.
Complex behavior arisesout of the interactionbetween
thesetwo models.

TheAbility to Predict

Learningin generalis intimately entwinedwith the acts
of predictionand compression.Every living thing con-
stantly makes predictions about the world around it.
Will the approachinganged never-before-seemreature
pounce? Doesglimpsing one berry on the forestfloor
meanothersmay be found nearby?If obsenedbehaior
is mimicked, will the obsened reinforcersbe obtained?
Shouldl tell Granry thatl missedwhatshejust said, or
shouldl fly by the seatof my pantsandreply to what|
think | heard?

Beingableto predictwell is conditionalonones abil-
ity to draw conclusiondrom one’s experiencdn orderto
reactto anovel event. Determiningtheimportantfeatures
of oneshistoryin orderto make aquick andaccurateap-
praisalof the presentinda usefulpredictionof thefuture
is theessencef intelligence.Learning(and,particularly,
learninglanguage)maythereforebeseerasanactof effi-
ciently compressinghe past.Lik e searchingor aneedle
in ahaystackwe honein ontheaspect®f ourexperience
thataremostusefulto thesituationat hand.

HAL infers a stochasticlanguagemodel from the
symbolsit obsenreson the languagechannel,enabling
it to make a prediction,in theform of a probability distri-
bution, of the symbolwhichis likely to occurnext. Such
a stochastidanguagemodelembodieshoth contet-free

redundang, which resultsfrom somesymbolsoccurring
morefrequentlythanothers andcontect-sensitve redun-
dang, which resultsfrom the interdependencbetween
symbolsin asequenceThesewo constraintareevident
in all complex systems,ncluding language(Campbell,
1984).

Geneation of Behavior

Stochasticlanguagemodels may be used generatiely

simply by emitting symbolsin accordancevith the prob-
ability distribution given by the modelasits prediction.
ClaudeShannonthe fatherof Information Theory, was
doingasmuchoverfifty yearsago(ShannorandWeaver,

1949). Although this behaior resultsin interesting,
novel and frequently surprisingquasi-languaggenera-
tions (Hutchens2000),it is not sufiicient to ensurethat
the generationsare relevant in the context of a natural
languagecorversation. A more sophisticategprocesss

necessary

The answeris to instill HAL with a drive to per
form, and the most obvious drive is directly relatedto
the act of reinforcement. HAL should ‘lik e’ recev-
ing reinforcersand should‘dislike’ receving punishers.
Combiningthe stochastidanguagemodelwith a second
stochastiomodel, this one capturingthe associatiorbe-
tweenemittedbehaior and experiencedreinforcement,
enabledHAL to produceageneratiorwhich strikesabal-
ancebetweertheconstraintsmposedy context-freeand
contet-sensitve redundanciegnd the drive to acquire
reinforcers. In combinationwith learningmechanisms,
thisenabledHAL to advancefrom babblingin characters
to generatingneaningfulsequencesf words.

Reinfocementearning

If thetrainerwereto consistentlyadministerreinforcers,
HAL would not have to modify its behaior in ary way.

Its drive to acquirereinforcerswould be satisfied A pun-
isher however, is aninvitation to learn. As in real life,

HAL improvesits performanceéy learningfrom its mis-
takes.

Our faith in Occams razorleadsusto concludethat
generalearningmechanismsanbe employedto acquire
the languageskill. We provide HAL with suchmecha-
nisms,andafford it the opportunityto make useof them
in a way which bestincreasests chanceof acquiringa
reinforcer

Althoughwe cannotdisclosethe detailsof our learn-
ing algorithms,it shouldbe notedthat our approachis
neithertop-davn nor bottom-up,but a compromisebe-
tweenthe two. We begin from a completely bottom-
up perspectie, but thelearningprocesseguickly results
in alimited top-dawn view of its pastexperiencebeing
madeavailable to HAL—it becomesaware of correla-
tions which it may have previously missed,andthis ad-
ditional information can bootstrapthe learning process
further



Chunking Initially, HAL’s world consistsof its pastex-

perienceasrepresentetly asequencef thecharactersf

the ASCII alphabetOneway in which HAL learnsis by

extendingits alphabetgnablingit to represenits history
using symbolswhich are more abstractand general,or

which provide a moreinformative context. This canbe

achieved automaticallyby allowing HAL to agglutinate
symbolstogetherin a procesf chunkingandto group
symbolstogetherby performing equivalenceclassifica-
tion.

Forminga chunkfrom a pair of existing symbolsand
enteringthechunkinto thealphabetisanew symbolpro-
videsadditionalcontext to thestochastidanguagemodel,
somethingvhich allows it to make moreaccuratepredic-
tions. Theinitial chunksformedactasscafolding for the
acquisitionof usefulstructuresuchaswords. This allows
HAL to acquirea vocahulary of half-a-dozenwordsin
a single pageof dialoguewith a trainer, eventhoughno
cluesto the existenceof wordsis givena priori.

EquivalenceClassification. Researcherén data-drven
learningsystemsare all too familiar with the problems
causedby paucity of the data. The learningsystemis
constantlyfacedwith situationswheresimply notenough
datahasbeenobsenedto guaranteean accuratepredic-
tion. This problemcanbe surmountedfo an extent, via
theformationof equivalenceclasse®f symbols.Thisen-
ablesthe transferof knowledgefrom onesymbol,which
may have beenobsened quite often, to anothersymbol,
which mayoccurquiterarely.

Our implementatiorrestrictsthe size of new classes
to exactly two members.However, sinceeachnew class
becomesa symbolin its own right, we find that large
classesarerapidly formed, andthesemay be hierarchi-
cally decomposediue to the natureof their formation.
Theclassegxtractedby ourlearningalgorithmsareoften
quasi-semantimn natureandgive HAL theall-important
ability to generalizeWe find thatthe generalizatiorabil-
ity providedby incorporatingclasse$nto HAL's stochas-
tic languagemodelinterplaysnicelywith thediscriminat-
ing natureof the contet-restrictingchunks. Onceagain
two opposingforcescomplementandbalancesachother,
resultingin complex behavior.

CorrectingMistakes. The factthat HAL is rathershort-
sighted often resultsin the formation of new symbols
which are locally useful but which may hinder perfor
manceon awider scale.A new symbolmayonly beuse-
ful in certaincontexts, for example,but HAL is blind to
this, asit cannotassestheeffectof anew symbolwithout
formingit first, andby thenit is too late.

We needto give HAL the ability to reversebad de-
cisionsit hasmadein the past,andthis is, in effect, a
third kind of learning.This processs madetrivial by the
factthatall chunksandclassegonsistof two lower-level
symbolsonly. Decomposinga chunkis a simple task
of cleaving it in two while decomposing classmerely

meangreplacingit with the symbolit senedto abstract.
Correctingmistalesin contet facilitatestheformationof
contt-dependenstructure.

HAL-Trainer Interface

HAL communicatesvith its trainervia a graphicaluser
interfacewhich is reminiscentof a chatapplication,and
which enableghetrainerto administereinforcemenin

anintuitive way. The methodcurrentlyusedenableghe
trainerto edit HAL's generationdy back-spacingver
undesirableharacterandappendingextra characteras
an exampleof desiredbehaior. All post-editedgener

ationsthereforeconsistof threeorderedsections:a se-
guenceof acceptedcharactersa sequenceof rejected
characterainda sequencef appendedharactersin the
currentinterfacethesethreesectionsare visually repre-
sentedwith threecolors: blue,redandgreernrespectiely.

Reinforcersare associatedvith the blue sectionof the
generatiorandpunisherswith thetransitionfrom blueto

red,which is wherethingsstartedto go awry.

4. Training and Evaluation at Ai

The child languageacquisitionfield was, until recently
mainly undertheinfluenceof Chomslk/’s generatie the-
ory, which implies that exposureof a child to language
“turns on” somekind of innatelanguageacquisitionde-
vice, with the remaining lingual developmentalmile-
stonesxpectedo happerwithout specificguidance.

This basicassumptiorhasbeenchallengedn recent
years,and abundantdescriptve and empirical evidence
presents strongcasefor therival theoryof active guid-
ing of the acquisitionprocess.We arefirm believersin
the significanceof languageinput on languageacquisi-
tion. Whethercaretalersareawareof it or not, they pro-
vide consistenandsignificantexamplesandfeedbacko
children, influencingthe quantitatve and qualitative as-
pectsof the child’s languagelevelopment.

TheDevelopmentaPrinciple

The developmentabpproacthasenabledevaluationand

treatmentprogramsin fields formerly suffering from a

lack of organizationakndevaluative principles,andhas
beenespeciallyusefulin areasthat borderon the ques-
tion of intelligence. Normative developmentalanguage
datahasenabledthe establishmenof diagnosticscales,
evaluationcriteria, andtreatmentprogramsfor develop-

mentally delayedpopulations. In other areas,such as

schizophrenithoughtdisorderin which cliniciansoften

found themseles unableto capturethe communicatie

problemof patientsin orderto assesgheir intelligence
level or cognitive capability let aloneto deciphemedi-

cationtreatmentffects,the developmentabpproactas
provento bea powerful tool.

The developmentalmodel of child languageacqui-
sition suggestghat descriptve milestonescomposedf
typical languageperformanceshouldguidethe develop-
mentof corversationakystemgqFletcherandMacWhin-



ney, 1995). As the developmentalapproachhasproven

to beausefulin otherareassuchasspeectandlanguage
therafy (Gorenet al., 1996), tools are available for an-

alyzing corversationaperformancewith respecto such

milestonesn orderto determindingual maturity.

Using the developmentalprinciple embraceghe no-
tion of the Turing Test, accordingto which the judge-
mentof intelligenceis in the eye of the beholder Our
perceptionof intelligenceis always influencedby our
expectations—intelligenciem monkeys, childrenanduni-
versity professorawill be judgeddifferently. Theinitial
evaluationof lingual maturity helpsusto setour expecta-
tions,allowing avalid judgemenbf corversationatapa-
bility andintelligenceto bemade.

TheTraining and EvaluationProcesses

Thechallengen evaluatingcorversationatomputeipro-
gramsis that of capturingdiscrepancied their perfor
mance.For instance althoughthey may utterlong, syn-
tactically complex sentencedypical of a child agedfive
or above, they may appearto be on the samelevel asas
a nine monthold child in termsof appropriategpronoun
usage.Nearly all of the systemswe have sureyed lack
the ability to pragmaticallyadaptto unexpectedchanges
in the topic of the corversationwhich putsthemat the
very beginning of thedevelopmentakcale.

Theability to corverseis comple, continuousandin-
crementaln nature. Our subjectve impressionof intel-
ligence,asmeasuredy a Turing Test,is complemented
by objective parametershat are usedboth asguidelines
duringtrainingandasperformancevaluationstandards.
Theseobjectve parametersconsistof individual met-
rics that capturespecificaspectof lingual performance
andcollectively provide a completedescriptionof HAL's
languagedevelopmentstage. Numerousresearcherde-
scribe human languagedevelopmentusing these met-
rics, analyzingtranscribedcorversationsbetweenchil-
drenandtheir caretalerswith respecto them.Examples
of metricswhich increasequantitatvely with agearevo-
cahulary sizeandmeanlengthof utterancgMLU).

The training procesds drivenby the needto achieve
thesegiven performancemilestones.In orderto reacha
certainlevel of performanceHAL is reinforcedto pro-
ducethe specificlingual behaviors that are expectedfor
the trained corversationallevel. Feedbaclgiven to the
researcldepartmenincludesreportingon HAL's success
andfailure atthesetasks.Learningabilitiesthatchildren
arethoughtto usewhenacquiringlanguage and which
HAL seemdo be missing,arespecified.A detailedde-
scription of HAL’s corversationalperformanceenables
the researctdepartmento understandts capabilitiesas
instantiatedn naturallanguageconversation. This per
formanceanalysisrevealsbehaioral deficienciesvhich
theresearchdepartmentustfocusits efforts towards.

1At Ai we usethe CLAN Child LanguageAnalysis Tool, available
for downloadfrom:
http://childes.psy.cnu.edu/htm/clan. htm .

5. Preliminary Results

Two majorversionsof HAL have beenproducedo date.
The first allowed the training departmento establisha
baseagethatreflectedHAL's capabilities.This baseage
was determinedusing both subjectie and objective as-
sessmentsThe performanceof the secondversionwas
taken asfar as possibleby training alone. The training
departmentsucceededn training HAL to behae in a
way surprisingto theresearclilepartmentalot morewas
achievedthanwasthoughtpossible.

We oftenfind thatthelevel of surprisewe experience,
aby-productof our expectationsdirectly correlateswith
our perceptionof HAL's intelligence. Repetitve beha-
ior becomepredictable unsurprisingand reminiscentof
autism, while our interestin schizophrenidehaior, at
the other end of the scale,quickly wanes,owing to its
lack of context sensitvity. Creative behavior, unexpected
yetvalid in its context, is maximally surprisingandmost
indicative of intelligence.

TheFirst Milestone—13onthsOld

An unsuspectingrofessionapsycholinguisteviewedan
uneditedtiranscriptof cornversatiorbetweerHAL andits
trainerand concludedthat HAL is corversinglike a 15
month-oldhumaninfant. Her reportemphasisethat

e HAL's productive performanceancludesaround10
words,whichis typical of childrenatthis age;

o itsability toimitate,andto producenoun-dominated
responsess alsocharacteristicand

o its level of relevang/ and its understandingf re-
guestsaandquestionsareageappropriate.

Interestingly even though the psycholinguistwho
evaluatedHAL’s behaior was madeawarethat HAL is
a computemprogram sheseemeadomfortableexplaining
someof HAL's errorsin termsof biological phemonena,
asis shown by thefollowing extractfrom herreport.

Trainer: ok but lets reada storyfirst heres a
booksay”book”
HAL: block... block...

Interpretationof theabove performance

Theabove erroris derivedfrom a phoneticas-
sociationwith the sound/b/. The consonanb
andthe vowel thatfollows it in both casesare
quite similar for a child, becausehe /Il sound
betweerthe /b/ andthe/o/ is a glide or a semi
vowel andit is masqueradeby the/o/.

The child is trying to imitate andthe first at-
temptis aretrieval of theclosesiphoneticasso-
ciation he canmale. Clearly, thereareno se-
manticattributesto ‘book’ at this stage which
is typical atthis age.



Characteristics Examples
HAL experimentedvith Trainer:ba
combiningtwo identical HAL: baba
monosyllabicutterances HAL: baba

into abisyllabicone.

HAL experimentedvith
combiningtwo different
monosyllabicutterances
into abisyllabicone.
HAL'’s productve
vocahulary consistedf 10
wordsdominatedby nouns.
HAL hadapassie
vocahulary of about60

Trainer:mi ba
HAL: mi ba
HAL: miba

Mommy; ball, block,
bunry, birdy, juice, daddy
dolly, hal, byebye.

HAL relevantly respondgo
its trainers’input which

words. consistedf atleast60
words.

HAL wasableto follow the Trainer:sayball

phoneticcombinationof HAL: ball

its inputlanguageand
imitatewords.
HAL wasableto corverse
aboutits needsengagen HAL: ball
turntakinggamesand Trainer: Give bunry the
nameseveralobjectsin its ball
immediateervironment. HAL: bunry
HAL'’s productionis HAL’swordsrelateto its
functionallydriven. well-being(e.g.juice,
milk) andto naming
actvities (e.g.ball, dolly).
HAL: all all ball

Trainer: give metheball

HAL useshothbabbling
andwordsin its
conversationandhadan
MLU of 1.5.

Table 1. Summaryof externalperformancesvaluation.

In table1 we give a summaryof HAL’s performance
astaken from the external psycholinguist report. This
tablecouplesnotedperformancecharacteristicsvith ex-
amplesof HAL’s behaior which demonstrateshese
characteristics.

In general HAL's behaior canbe considerechormal
for achild of its age.Thisis especiallytruein light of the
factthatits performancencludeserrorsthat children of
thesameagetypically make.

TheSecondVilestone—18onthsOld

In their secondyear of life, children’s languageperfor
mancedevelopsto a stagewherethe wordsin their pro-
ductive vocalulary are combinedinto sentence-lik se-
quenceswhich aretypically devoid of articles, preposi-
tions,inflectionsandothergrammaticatharacteristicsef
adultlanguage Childrensaythingslik e “mommy milk”,
meaning‘mommy, | wantsomemilk”.

In figure2 we give anextractfrom atranscriptof con-
versationbetweenan eighteen-month-oldHAL and its
trainer In this transcriptwe have representedbehaior
rejectedby thetrainerlik e this andexamplesprovidedby
the trainerlike this. Reinforcersare associatedavith ac-

ceptedbehavior while punishersare associatedvith the
transitionfrom acceptedehaior to rejectedoehaior. In
thisexampleHAL hasdevelopedo astagevherepunish-
ersandexamplesarerareoccurrenceindeed.

Trainer: whereis daddy?
HAL: daddygone
Trainer: daddyis atwork
HAL: daddywork byebye
Trainer: yesdaddyhasgoneto work
HAL: daddywork byebyebyebye
Trainer: doyou wantto goto thepark?
HAL: yesbyebye
Trainer: ok we cango to the park
HAL.: take carbyebye
Trainer:we will take thecarbecausehe parkis far.
let's packsomethingsin abag
HAL: ball now park
Trainer: yeswe shouldputtheball in thebag
HAL: ball nonv parkmommy
Trainer: wait hal, we needto take somethingo eat
HAL: bananasteryRightnow
Trainer: we needto take somethingo eat
HAL: bananas
Trainer: ok we cantake somebananas
HAL: monkeys eatbananas
Trainer: you're sosmarthal. do youwantto take a
book?
HAL: juice mommy
Trainer: surewe will take somejuice aswell

Figure 2. 18-month-oldcorversationextract

It is possibleto speculatehatwhenHAL says“take
carbyebye”it probably'means™let’ stakethecarandgo
to the park”. This subjective assessmermdf HAL's inten-
tions may seemfar-fetched,but we naturallydraw simi-
lar conclusionsvhenspeakingwith otherhumanbeings,
andthe behaiorist approachdictatesthat we afford the
computerthe samecourtesy A remarkabldandmarkis
HAL’s utterancé'monkeys eatbananas” A phrasefrom
a previous corversationabouta visit to the zoo wasre-
memberedndusedrelevantlyin thecornversatiorshavn.

6. Conclusion

In this paperwe presentedhe researctanddevelopment
cycle practisedat Ai. Our motivationis the development
of acomputemprogramthatcancorversein anaturallan-
guage,andwe believe that a prerequisiteto this goal is
a commitmentto Turing’s understandingf intelligence.
We describedhearchitectureof HAL, ourchild machine,
and we briefly touchedupon the principleswhich gave
riseto its development.

We alsodescribedur two-facetedapproach:a team
of researchersvho develop generallearningalgorithms
in line with our beliefsthatlearning,predictionandcom-
pressiorareinextricably entwinedandthatbehaioristic
learning approacheswill yield fruit work on a day-to-



day basiswith a teamwho trainsthe developedsystem
to perform and who provide evaluatve feedbackon its
performancerelative to equivalenthumanperformance.
The uniqueinterplay betweenthesetwo teamshasbeen
shavn to be successfulesultingin the developmentf a
child machinewhich canacquireanduselanguageatthe
level of aneighteen-month-ollumaninfant.
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