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Chapter 1

Introduction

Emotions, and by extension, emotional conditioning, is becoming increasingly
important not only as a part of the general study of learning, but as an impor-
tant subject in its own right. Whereas emotions have previously been seen as a
low-level reaction system at best, and as irrelevant to cognition at worst, today
it has risen to prominence as an integral part of any biological and biologically
inspired system.

In this thesis, we will look at the neurophysiological basis of emotions and
at the features needed for a learning system using classical conditioning, and
attempt to bring the needed requirements together. The goal is to develop a
functional model of conditioning inspired by the neurophysiology and of clas-
sical conditioning, and test it in simulation. But first, we need to put emotions
into perspective.

How does a biological organism benefit from having emotions? Clearly, there
are great evolutionary benefits to having emotions, or the majority of animals
would not have them, as is now the case. Indeed, emotions are a system that is
present in all but the simplest of organisms. The easy answer is that emotions
encodes information to the animal about what features in the world to like
(and thus interact with in one way or another), and what not to like (and thus
avoid).

Of course, every animal has a number of innate structures that guides its be-
havior. Most animals can identify their typical foods, predators and partners,
and has likewise instinctive behaviors that will tend to guide the animal to-
wards the proper interaction with desirable stimuli and away from undesir-

9



10 CHAPTER 1. INTRODUCTION

able stimuli. But not even these simple mappings between stimuli and reac-
tions will be enough to keep the organism from encountering problems. While
an instinct telling the animal to avoid large, speedy fish will keep it away from
sharks, it will likewise have the animal fleeing tuna fish or even large codfish
– a situation that will keep the animal constantly at its toes, and will cause it
to expend a large amount of precious energy avoiding non-existent dangers.

One answer is of course to allow evolution to devise more specific detection
algorithms to avoid dangers, and only the dangers. The problem is of course
that many of the dangers are evolving at the same speed as the organism in
question, getting steadily better at camouflage and deception. Another prob-
lem is that some dangers are so transient that there is no possibility for an
organism to adapt over an evolutionary timescale. Thus an organism needs to
adapt to its surroundings during its lifetime, and not just over an evolutionary
timescale.

Consequently, it needs learning. With learning, animals are able to adapt in a
matter of seconds, rather than generations. This speed for both learning and
relearning also means that animals can adapt to highly specific, unusual and
transient events.

To function, any learning system needs some kind of evaluation of the current
situation, and feedback on whether the results of the learning really were ben-
eficial or not. To some extent, these evaluations are built in; food and mates
are good, pain and illness are bad. Most animals have a fairly large array of
such inborn evaluations that are able to guide it over the course of its lifetime.

Of course, now we have a new problem. We can learn appropriate actions to
take in real time, based on the innate evaluations, but the evaluations them-
selves are still developed in evolutionary time. We need a way to learn new
evaluations during the animal’s lifetime just as it can learn the proper reac-
tions to them.

This is where the ability to condition emotional reactions in real time comes in.
By being able to associate innate emotional stimuli with other stimuli, they can
be given an emotional significance when needed. Just as importantly, these
evaluations can be learned at a much greater level of specificity; they can be
constrained to be valid only for a specific place; or a given time of day; or only
when accompanied with other, specific stimuli.

The ability to learn emotional reactions is important for other reasons as well.
In artificial systems there is no evolutionary development; the system is pur-
posefully designed from the start. All adaptability for an artificial system must
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thus be explicitly built in. This aspect of artificial systems – as well as the re-
current problems of flexibility for those systems – have given a focus on the
concept of autonomy that studies of natural systems have not. We rarely ask
how ’autonomous’ an ant is, or if it is less autonomous than a beetle. We
do ask these questions about artificial systems. We believe that the concept
of autonomy is closely interconnected with the ability to adapt to changing
evaluations as well as changing circumstance.

One way to look at this aspect of adaptability in terms of artificial systems
is by looking at needs and goals. We propose that autonomy is the ability to
generate goals internally, based on the needs of the system. These needs may,
of course, be the result of design which makes it possible to control an au-
tonomous system. The difference between defining the needs of a system and
defining its goals may seem slight. However, we argue that there is a ma-
jor difference between these two approaches. Whereas goals (as we speak of
them) are task-specific, needs are a minimal set of objectives needed for the
system to successfully exist in its environment. It is the difference between
“wanting to find food” and “being hungry”.

Defining goals for a system implies setting a predetermined prioritation among
the possible activities the system is expected to perform. Any flexibility re-
garding the appropriateness for pursuing a given goal must be explicitly or
implicitly built in by the designer. Another problem associated with explicit
goals is that although the system may be able to generate subgoals, it cannot
generate entirely new goals if the situation demands it. Setting goals means
sacrificing flexibility and adaptability for control; the system is not fully au-
tonomous.

Giving the system needs, then allowing the systems to generate internal goals,
on the other hand, means that we give the system maximal opportunity to ful-
fill its mission in any way it sees fit. As we describe below, the needs are eval-
uated together with an emotional evaluation to generate an objective, which
will subsequently drive action selection. Of course, as needs are rather more
abstract, the designer would sacrifice some control over the system to achieve
a greater degree of autonomy.

Traditionally, cognitive science and computer science have studied learning
at the expense of its lesser-known counterparts (LeDoux, 1995). Emotion,
learning and motivation can not be so easily separated, however. They are
intertwined and depend heavily on one another; it can in fact be difficult to
determine their boundaries at times. Motivation is what drives a system to
actually do anything; without any motivation one way or another, there is no
reason to act – or to learn. Emotions, on the other hand, indicate whether a
chosen course of action was successful or not, and what maybe should have
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been done instead. It thus gives constant feedback to the learning systems.
Learning, of course, is the mechanism by which the emotional and motiva-
tional subsystems are able to adapt to an ever-changing environment.

1.1 Computational Modeling

There is currently a trend to work with computational models as a means
of investigating phenomena. This raises the question of how computational
models differ from other kinds of modeling, and what place modeling in gen-
eral has in investigations.

A model is a simplified description of a phenomenon. It can be as tangible
as a scale model of a physical object (such as an architectural model), or as
vague as a conceptual description of a process. The pertinent point of a model
is always that it brings forward some aspects of the modeled phenomenon at
the cost of others. A model that doesn’t throw away any properties would be
useless; it would be identical with the phenomenon studied itself.

What properties to throw out and what to keep is of course dependent on what
aspects of the phenomenon the investigator wants to study. For an architect,
the fact that her paper model is not usable as a building and not constructed
of the same materials as the real building is immaterial; she wants to convey
and study its shape, and for this the paper model is sufficient. Likewise, a
weather simulation has very little in common with ‘real’ weather, an economic
model has no actual economic actors running around transferring real goods
or money to one another, and a wind tunnel model of an airplane is utterly
incapable of transporting passengers, or even fly by itself.

The nature of a model thus depends on what purpose the investigator has in
designing it. An architect is concerned with form; a model railroader might
be concerned with visual appearance or with simulating timetables for real
railroads; a meteorologist is concerned with large-scale physical trends in the
behavior of the atmosphere.

A computational model is a model described in such a way that it can be
mathematically analyzed or implemented in a computer simulation. Note that
while most computational models are virtual (ie. expressed as mathematics or
as code), they do not need to be; economic models have sometimes been im-
plemented as a physical system of reservoirs valves and pipes, with the flow
of wealth represented as water flowing through the system . While seemingly
unorthodox, this certainly qualifies as a computational model.
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In the context of describing the functions of brain areas, there are really two
kinds of models: descriptive and computational. A descriptive model is just
that; it is a conceptual description of the functionality of each element (whether
the element is a single neuron, or major brain systems) and their interconnec-
tions, with inferences based on this description of how the elements interact.
The strength of this kind of model is that it neatly encapsulates the critical
features of the system in question to make its functioning easy to grasp. The
drawback is of course that it isn’t easily testable for veracity; it is all too easy
to convince oneself that the model explains a given phenomenon when in fact
it does not.

A computational model, on the other hand, is designed to be testable, either
through mathematical analysis, or in simulation. Each element is thoroughly
specified in a mathematical notation, or in a manner that can easily be trans-
lated to mathematics without loss of meaning. The interconnections between
elements is also fully specified. The advantage of this approach is that it gives
investigators a way to ’empirically’ test their theories in a controlled manner.

There are a number of caveats with using computational models, however.
Writing or building, and running simulations are very satisfying activities
with immediate, tangible results, and it is easy to be seduced by this ease
and seeming relevance. The first problem is to control what it is you actu-
ally simulate. When designing a computational model it is all too easy to
tailor the model to the medium, rather than to the phenomenon you wish to
model. Any medium imposes constraints on its expression, and especially in
the case of computer simulation, cutting corners or changing the dynamics of
the model can happen even without the investigators realizing it.

With an ’accurate’ model – ie. a model expressed in simulation the way it was
originally intended – there are still potential pitfalls. The model will produce
beautiful numerical results, expressed to as many decimals as the investiga-
tors want, and it is a common – and understandable – failing to interpret this
as being accurate to all these decimals. It generally is not, of course; the model
itself is only an approximation of the phenomenon under study.

Finally, the model can be confused with the phenomenon itself. As the phe-
nomenon under study is often complex or abstract – good reasons to work
with models in the first place – it is easy to look at the model as providing
better data than it in reality can do. Especially with complex models, there is a
danger of over-interpreting the results, and see features where none exist. All
these aspects must be taken into consideration when working with models as
an investigative tool.
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1.1.1 System Level Modeling of the Brain

When modeling a phenomenon, a choice has to be made at what level the
model should function. In the case of simulation of psychological or neuro-
physiological phenomena there are several levels to work with, from biophys-
ical simulations of cell-level dynamics all the way up to large-scale behavioral
models. Exploration at any of these levels is of course worthwhile, but there
are drawbacks as well.

Low-level models are most often focused on the neurophysiological func-
tion and its biological underpinnings. While these models have great ex-
planatory power over the physiological structure, they are usually focused
on such small, specific structures that they leave questions of the structures’
role in the larger system unanswered. The constraints used to build the model
come almost solely from neurophysiological data, leaving behavioral and psy-
chophysical data behind.

In contrast, high-level models of phenomena like learning, attention, spatial
navigation and memory are often constrained only by psychological or psy-
chophysical data. They are frequently not concerned with the neurophysio-
logical or anatomical structures that implement the underlying functionality.

We attempt to explore the viability of using simulations at an intermediate
level to study the processes implementing emotional conditioning. As we
will see, the simulations used are constrained both by neurophysiological and
anatomical data, as well as behavioral data. It is thus neither purely at a phys-
iological, nor at a behavioral level. Instead, this is an instance of system level
modeling. The goal is to study behavior using a physiologically constrained
model. At this level we try to take into account both the functionality of in-
dividual areas, and the interactions between areas, as defined from empirical
data. The modeling of an individual area is strictly functional; at this level
of analysis, the specifications of individual cell assemblies is not of interest.
These functional modules are however interconnected in very much the same
way as the real areas that they model.

1.2 Emotions

One major problem in dealing with emotional processes is the confusing ter-
minology associated with the area. Terms properly associated with emotions
have been expropriated for use in other fields and, not uncommonly, the same
phenomenon have been given different labels depending on the field in ques-
tion.
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When we talk about emotions in this text, we do not discuss the subjective
feeling that we experience, but a reaction to a stimulus as being emotionally
charged. Such emotions are either primary or secondary.

Primary emotions are generated by stimuli or contexts directly and intrinsi-
cally related to the needs of the system. These can be things like the smell of
food, pain or sexual signals. These stimuli do not need to be associated with
other emotional stimuli and are resistant to any change in their effectiveness.
However, their expression can be inhibited by other systems.

Secondary (or higher order) emotions are stimuli that are not emotionally
charged in themselves, but that becomes emotional through association with
a primary emotional stimuli (where external reinforcers would count as such),
or with secondary stimuli already emotionally charged. This association en-
ables these stimuli to act the same as primary stimuli, being used for motiva-
tion, as well as directing attention. In effect, secondary emotions predict the
possible occurrence of primary emotions.

Although the emotional system will react to both pleasant and unpleasant
stimuli, most of the work in this area has been focused on fear (LeDoux and
Fellous, 1995). Fear can be defined as the reaction to a signal that predicts pun-
ishment. This signal is said to be aversive. Fear in this sense is often equated
with anxiety (Gray, 1982). Fear as an emotional state gives rise to avoidance
behaviors. When an animal feels fear it will try to avoid whatever made it
fearful.

We have to distinguish between passive and active avoidance: passive avoid-
ance is to refrain from doing something, as the consequences would be neg-
ative; active avoidance is to actively behave so as to avoid a negative conse-
quence. This is a larger difference than it may seem. With active avoidance,
the animal learns what to do to avoid a negative outcome – there is a well-
defined course of action to take. When an animal learns to avoid doing some-
thing for concern of the consequences, as in passive avoidance, it receives no
guidance on what to do instead.

A real life example would be a child that wants to light a match. If the parent
just yells ”No!” when she lights a match, she does not learn how to correctly
approach her goal. All she’s learned is that lighting a match is a bad idea.
She will not know how or when it is all right to do so, and will not know why
lighting the match was a bad thing to do. She can not map this knowledge in
any useful way to other situations. If, on the other hand, the parent tells the
child not to light the match, but to always ask a parent instead, she will have
a positive course of action whenever she wants to accomplish something that
may require the lighting of a match.
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When a system does not receive an expected reinforcer (or positively charged
stimulus), the result is frustration, and anger is a reaction to this (Rolls, 1995).
If an agent bumps into a wall unexpectedly, for instance, this may make it
frustrated since it was not able to move closer to its goal which could result
in an aggressive reaction towards the wall or anything else that happens to be
around at the moment.

Positive emotions are less well defined but can be called hope or anticipation
(Panksepp, 1981). These emotions are reactions to appetitive stimuli that are
rewarding or predict reward (Rolls, 1995), such as the smell or sight of food,
or a potential mate.

Stimuli can also become emotionally charged in the absence of primary stim-
uli, if they are unexpected (Gray, 1982). They will arouse interest and direct
attention to them for further evaluation. The emotional reaction to novelty is
both aversive and appetitive; this is an approach-avoidance conflict caused by
a lack of experience with the stimulus (Lewin, 1936).

Common terms associated with emotions are motivation and drive. Although
sometimes thought of as the same thing, they are in fact rather distinct. Hebb
(1955) popularized the drive concept and described a model accounting for its
function. He saw a drive as motivational energy driving the organism towards
activity while leaving the nature of the needed activity largely unspecified. He
also relates the concept of drive to reward and punishment. An optimal drive
level is rewarding while a too high or low drive is punishing. Since novelty
increases drive, a moderate level of novelty is rewarding.

Motivation is in our view a much more focused concept than drive; it is the
combination of internal needs, emotional state and context (Balkenius, 1995).
It does not only describe what to accomplish, but also wholly or in part how
to do it. Unlike drive, motivation is directed toward specific stimuli; drive
may indicate that the animal is hungry, whereas motivation will indicate that
a specific, present, foodstuff is very desirable right now.

So, what about the feelings we associate with emotions? A common theory,
described by LeDoux (1996) among others, states that the subjective feeling we
experience is generated as a result of our reacting to a pleasant or unpleasant
stimuli. There is some evidence that it in fact is the reaction itself that elicits
this subjective sensation (Schachter, 1964). We will not discuss the subjective
aspects of emotion in this thesis, however.
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Figure 1.1: A model for generating actions based on internal needs and emo-
tional evaluation of stimuli. This model has three interconnected main sub-
systems, incoming data from sensory subsystems and internal context, and
outgoing paths leading to other subsystems (not described here).

1.2.1 A Model of Emotional Integration

We will not discuss details of the emotional system itself in this chapter; for
such a discussion, see the next chapter, or see Balkenius and Morén (1998a);
LeDoux and Fellous (1995); Rolls (1986). Instead we give a system-level de-
scription of the proposed architecture for an autonomous, emotionally driven
system. This system-level model is not designed to be mappable directly on
to the neurophysiological substrate in which these mechanisms are imple-
mented. Several areas, and parts of areas, are part of the functions we describe
here, and some areas would be mapped to more than one function. This model
is rather meant to give an abstract framework to describe the role of emotion
in the context of other high-level functions.

In figure 1.1 we have a principal view of the emotional subsystem as a part
of a larger autonomous system (we have here omitted the subsystems dealing
with the emotional aspects of attention and long term memory acquisition,
concentrating instead on action selection). This description focuses on three
interacting subsystems. The motivational system compares the internally gen-
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erated needs with the emotional evaluations and generates objectives for action
selection.

The action selection system uses the objectives to generate action sequences,
changing the internal state of the system in the process. This system also re-
ceives information about outside stimuli and can create complex actions. If
the objective is too abstract, the changes in internal context will enable the
emotional and motivational subsystems to create more concrete objectives to
accomplish the main objective.

Using the external stimuli and the external and internal contexts, the emotional
system evaluates the stimuli for the motivational subsystem (Balkenius, 1995).
This subsystem can also generate emotional reactions directly without involv-
ing the action selection system.

This model is a form of two-process model, as proposed by Mowrer (1973).
One process, the emotional subsystem, learns an evaluation of stimuli thus
forming an opinion of the desirability or undesirability of the stimulus. The
motivational subsystem subsequently generates an objective (or general re-
sponse) to deal with this stimulus, which the action subsystem carries out.
Also, the emotional system generates a reinforcement signal directly to the
action selection system.

1.2.2 Motivation

The first of the three components is the motivational subsystem. This sys-
tem receives the internal needs and the emotional evaluation of the present
stimuli and context. This evaluation influences the relative importance of the
present needs and allows for the motivational system to generate an objec-
tive for the action system. The needs are internally generated, and correspond
very roughly to Hebb’s drives (Hebb, 1955).

The comparison of the internal needs and the emotional evaluation of stimuli
enables the motivational subsystem to take into account the current situation
when choosing an objective; a system that went into the kitchen because it
was hungry might take a sip of water as well when close to a faucet, even
though it was nowhere near as thirsty as it was hungry. This is an example of
opportunistic behavior (Balkenius, 1993). On the other hand, when a need is
completely fulfilled, the system would normally not react to a positive emo-
tional evaluation unless it was very strong. When satiated, an animal would
not eat a sandwich lying in front of it, but it might eat a small piece of candy.
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We use the term ‘objective’, rather than ‘goal’. This is mainly because ‘goal’
connotes a concrete, closed outcome, rather than a more abstract desire or
state. An objective can be very concrete (“eat that sandwich”) and will gener-
ate concrete actions, but can also be a high-level desire that in turn will deter-
mine one or several other objectives that eventually will fulfill this one.

The motivational system also outputs a bias signal back to the emotional sys-
tem which is used in the evaluation. For example, food is only important if
you are hungry. The emotional system is influenced to evaluate some stimuli
higher, as the motivation forms part of the context in which it functions.

1.2.3 Action Selection

Action selection uses the motivational objective, the present stimuli and the
context to generate actions to resolve the objective. These actions can be highly
structured and context dependent; this subsystem is able to do a great deal
of planning within the present context. The outcome of this system can be
twofold. First, the system generates an action sequence if it is able to; these
actions will of course in turn change the present stimuli and the externally
generated context. If, however, the objective is too abstract or dependent on
long-term memory, no explicit actions will be generated.

The system will also generate an internal context that in turn will influence
both the emotional system and the action system itself. This internal context
consists of needs, short term – or active – memory (including cognitive struc-
tures), bodily states and emotional state.

The action system will also get an evaluation directly from the emotional sys-
tem. This evaluation is used as reinforcement when the action system learns
to perform motor sequences.

1.2.4 Emotions

The emotional subsystem will make use of both external and internal stimuli
and contexts when evaluating a stimulus. External stimuli are any features
out in the world, and the external context is formed from these. Similarly,
internal stimuli are internal bodily states, such as hunger and thirst, hormone
levels, or activated memories.
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The emotionally charged stimuli are used in several ways. First, as we have
described here, the evaluation is used as incentive motivation by the motiva-
tional system to produce objectives. It is also used as a reinforcer for motor-
learning in the action-selection system. Additionally, they are used for long
term memory and attention, as we will see in the next section.

The emotional evaluation is a reinforcer. This means that the evaluation is able
to increase or decrease the probability of something else happening. The emo-
tional evaluation is in one of two forms: first order and higher order emotional
evaluation.

First order – or primary – evaluation occurs with stimuli that are intrinsically
emotionally charged (such as pain), but unexpected stimuli are also charged,
as they can have a potentially large impact on the system. Many of these stim-
uli will by themselves generate an emotional reactions directly independently
of action selection. Primary stimuli can also generate reflex reactions such as
withdrawal even before they enter the emotional system.

With higher-order evaluation you have secondary stimuli that by themselves
do not elicit a reaction, but acquires emotional content through association
with a primary or another secondary stimulus. There is ample evidence that
the learning being performed here can be described as classical conditioning
(LeDoux, 1992).

The emotional system uses the current context to be able to rightly evaluate
emotional stimuli, and the systems’ needs are certainly a part of the internally
generated context.

1.3 Learning and Attention

Mowrer (1973) established a two-process model whereby an emotional system
evaluated stimuli and the evaluation then being used in the learning system
proper. By not only advocating this role of emotions in learning, but also
suggesting how such a system could be implemented, this work spawned a
good deal of interest and the development of several new models based on
this idea (see Gray (1975); Klopf (1988)).

One of the primary functions of emotions is the capability of evaluating stim-
uli. When a previously unknown or unremarked stimulus occurs in associ-
ation with an emotionally charged stimulus, the emotional system will asso-
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ciate this new stimulus with the same or a similar emotional content. Tradi-
tional learning methods all rely on some form of reinforcer, presumably gen-
erated from the outside. In reinforcement learning methods that allow for
internally generated reinforcement, it is still very directly linked to the exter-
nal reinforcer and the problem has been reduced to one of credit assignment
(Kaelbling et al., 1996), as the reinforcers become directly linked with the spe-
cific actions taken by the system at the time.

In real life, of course, the situation is much more complicated; specifically,
solving this as a credit assignment problem will not enable the system to trans-
fer hard-won knowledge between contexts. Once a stimuli is evaluated by the
emotional system, this evaluation can then be used as a basis both for evalua-
tion of other stimuli and for evaluation of the contexts themselves.

The second function of the emotional system is to focus the system’s attention
where it would do the most good. The world is too complicated, and the
sensory subsystems too variegated, for the system to be able to spend time
and other resources on it all. By using the emotional systems’ capability for
evaluation and prioritizing, this sensory barrage can be sifted through so only
the most relevant stimuli receives any attention. Very closely related to this is
of course the need to decide what events to retain as long term memories, and
we believe this is accomplished by the same mechanism.

1.4 The Thesis

This thesis is divided into six chapters, each dealing with a different aspect
of the subject matter. Much of the content has been previously published as
papers during the last few years and collected and reworked for the thesis.
Though a good deal of material has been moved and reworked to make for a
better reading experience, most of the chapters are still heavily based on one
or two papers. The present chapter is based on Morén and Balkenius (2000b).

Chapter 2 will discuss the neurobiological foundations of the brain areas in-
volved in emotional conditioning. This includes the amygdala, the orbitofrontal
cortex and the hippocampus. The discussion will not be an exhaustive overview
of these areas, but will be centered on those areas in relation to the function-
ality that is involved in emotional conditioning. Also, the perspective is com-
putational and functional, rather than physiological.

Chapter 3 discusses the phenomenon of emotional learning from a psycholog-
ical and experimental perspective. Although there are many forms of learn-
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ing, the focus will be on classical and instrumental conditioning. We will dis-
cuss the basic mechanisms of classical conditioning, and look at some com-
putational models implementing this functionality. We will also look at in-
strumental conditioning from a two-process perspective and look at some of
the issues this learning mechanism. The section on conditioning models has
previously been published as (Balkenius and Morén, 1998a).

Chapter 4 introduces our model of the amygdala, including a functional de-
scription, physiological mappings and results from simulations. The model is
tested both in the presence and absence of a simple model of the orbitofrontal
cortex. An early version has been published in (Balkenius and Morén, 1999;
Morén and Balkenius, 2000a).

Chapter 5 will discuss the hippocampal model in a similar way as the amyg-
dala model in the previous chapter. Both simulations in isolation and together
with the amygdala model are presented. We will look at what capabilities the
addition of a context processing ability gives the overall system. This chapter
is based in part on (Balkenius and Morén, 2000b).

Chapter 6 discusses the model as a system-level implementation of a two-
process model. We will see how it performs when parts of it are ’lesioned’,
or disabled, and we will compare the results obtained with the model to the
other conditioning models discussed in chapter 3.



Chapter 2

Neurobiology of the
Amygdala

It has recently been suggested that the association between a stimulus and its
emotional consequences takes place in the brain in the amygdala (LeDoux,
1995; Rolls, 1995, 1999). In this region, highly analyzed stimulus represen-
tations in the sensory cortices, as well as coarsely categorized stimuli in the
thalamus are associated with an emotional value. Evidence suggests that the
process involved is classical conditioning (LeDoux, 1995; Rolls, 1995). The re-
sult of this learning is subsequently sent to other brain structures, including
the hypothalamus, which produces the emotional reactions. Rolls (1986, 1995)
has suggested that the role of the amygdala is to assign emotional value to
each stimulus that is paired with a primary reinforcer.

There is little doubt that at least fear conditioning occurs in the amygdala;
Fanselow and LeDoux (1999) reviews the data on this. Another review by
Medina et al. (2002) shows that fear conditioning and eye blink conditioning
occurs in different structures – the amygdala and the cerebellum, respectively.
Also, Tsvetkov et al. (2002) show the expression of LTP (long-term potentia-
tion) in the lateral amygdala during auditory fear conditioning.

In this chapter we will describe the neurobiological aspects of the amygdala,
the orbitofrontal cortex, the hippocampus and other associated areas from a
functional and computational perspective. The discussion will be fairly brief
and focuses on the aspects of these areas that are relevant to the specifics of
emotional conditioning. Also, this account is very much taken from a func-
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Figure 2.1: A schematic representation of the main areas and pathways con-
necting the amygdala to other areas.

tional and computational perspective, rather than from a neurophysiological
one. As we draw the structure of our model (presented in chapter 4) mainly
from the anatomical organization of these areas, the focus will be on this as-
pect.

We describe the main areas involved in emotional learning, and how they in-
terrelate. This account is centered on the amygdala, as that area is the focus of
attention for us in this text. As we can see in figure 2.1, there are quite a few
other areas associated with this functionality, especially the thalamus, the hip-
pocampus and the orbitofrontal cortex, and we describe those areas as part of
the input and output structures projecting to and from the amygdala. We con-
centrate on the areas and features relevant to our conditioning model, rather
than giving a complete description of all known areas and the connections
between them.

In the last section, we take a look at the functional aspects of these intercon-
nections. This will enable us to gain some understanding of what the system
does, as well as how it does it.

2.1 Amygdala

Central to this thesis is the amygdala, where the primary affective condition-
ing occurs. This small, almond-shaped subcortical area is very well placed to
receive stimuli from all the sensory cortices and other sensory areas. It is, to-
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Figure 2.2: Location of the amygdala in the Macaque monkey. The greyed
out area in the cross-sectional slice is the right amygdala. On the overview
in upper left, the location of the slice is marked with a line, and the position
of the amygdala in the brain as a whole is marked with the grey oval in the
inset to the left. From (NeuroNames, 2002).

gether with the hippocampus, considered a part of the limbic system, which
consists of various deep-lying areas in the cerebral cortex.

The amygdala – like most structures – is actually present in both hemispheres,
with selective contralateral interconnections between them. There is some ev-
idence (Öhman and Mineka, 2001) that the two structures respond to some-
what different stimuli. This is probably in part an effect of the fact that the
two hemispheres have somewhat different functionality, and thus that the two
structures receive different data to work with. In any case, the differences are
not important at the level at which our model is working, and will be ignored
from now on.

The amygdala consists of a number of distinct nuclei (figure 2.2). At least 5
main regions can be identified – the lateral, basal, accessory basal, central and
the medial nuclei – and these can be further divided into subnuclei (Amaral
et al., 1992; Pitkänen, 2000). In addition, there are several other areas that
could be regarded as nuclei in themselves.
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The lateral nucleus is the main input area for sensory information (Amaral
et al., 1992; Pitkänen, 2000). From there information is spread to all the other
nuclei of the amygdala (but note that other nuclei also receive substantial in-
puts from various other parts of the brain). The cortical signals enter the dor-
sal part of the lateral nucleus and continues to the ventral and medial parts.
There are few or no backprojections to the dorsal area, or projections between
the medial and ventral areas.

The structure of the lateral nucleus is topographical. The rostral part is the
terminal for sensory stimuli from the somatosensory (touch), gustatory (taste)
and visceral (intestinal) cortices. The caudal part receives its projections from
the auditory and visual cortices (Pitkänen, 2000). Tsvetkov et al. (2002) shows
that some aspects of auditory fear conditioning occurs in the lateral nucleus.

The two other deep nuclei are the basal nucleus and the accessory basal nu-
cleus (Amaral et al., 1992). Both these structures receive inputs from the lateral
nucleus and can be seen as intermediate processing stages. Note, however,
that especially the basal nucleus also seems to be the primary output struc-
ture for control of higher-order conditioning (Whitelaw et al., 1996).

Finally the information reaches the central and the medial nuclei that serve
as the main output region of the amygdala. On the surface of the amygdala
lies the paralaminar nucleus and the periamygdaloid cortex. The latter is a
cortical area for olfactory processing.

Although the lateral nucleus is mainly an input structure and the central and
medial nuclei are output structures all nuclei receive both inputs from other
parts of the brain and send outputs to them (Amaral et al., 1992; Pitkänen,
2000). These connections are described in the following subsections.

2.1.1 Amygdaloid Connections

The amygdala receives input from all levels of sensory processing. From the
thalamus it receives early sensory signals that have not yet been highly ana-
lyzed , (LeDoux, 1995, 2000, p. 294). A more thorough analysis of a stimu-
lus is done in the sensory cortex that also projects to the amygdala (Amaral
et al., 1992; Rolls, 1995). Furthermore, the amygdala receives input from ol-
factory (McLean and Shipley, 1992) and gustatory areas as well as from the
hippocampus (Amaral et al., 1992). Also, there are interconnections with the
orbitofrontal cortex and the hypothalamus (Pitkänen, 2000).
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It is useful to distinguish between three different types of input signals to the
amygdala. The first is signals that code parts of the current sensory situation.
What am I looking at? What am I hearing? Such signals are initially neutral
but can acquire emotional properties though learning. The second type of
input have innate significance. These carry information about the value of
a stimulus: Is it appetitive or aversive? Can it be eaten? Does it present a
threat? Is it a potential mate? The third type of input informs the amygdala
of the current motivational state of the organism. Am I hungry, satiated, or
sexually aroused?

There are three main sensory inputs to the amygdala that codes for the current
situation at different levels of detail. These inputs originates in the thalamus
and other subcortical areas, sensory cortex and prefrontal cortex. In addition,
there are of course a number of reciprocal connections back to these areas, as
well as to other areas such as the basal ganglia and the midbrain.

Thalamus

The thalamus is a subcortical structure that lies next to the basal ganglia. It is a
part of the diencephalon together with the hypothalamus. The thalamus is not
a homogeneous structure, but is composed of a number of smaller areas that
seem to function somewhat independently. Its overall role seems largely to be
a way-station between subcortical and cortical structures. Most sensory infor-
mation (including somatosensory, auditory and visual information) is relayed
from the peripheral sensory systems to the sensory cortices through various
parts of the thalamus (Kelly, 1991). The thalamus also relays motor signals
from the motor cortex. Interestingly, the olfactory system bypasses the tha-
lamus altogether, and it has its own processing areas, largely separate from
the rest of the amygdala, though there are some interconnections. There are
thalamic sensory inputs to the amygdala, and as discussed by LeDoux (1996)
and Öhman and Mineka (2001), these thalamic inputs probably mediate in-
trinsically emotionally charged stimuli as well as coarsely resolved stimuli in
general.

The basal and especially the lateral nuclei of the amygdala are input structures
that receive projections from the sensory cortical areas (Rolls, 1995; LeDoux,
1995). They receive connections from a large number of sensory structures
in the brain, including the early sensory stages in the thalamus and the most
complex sensory areas like inferior temporal area (IT) in the visual cortex, as
described in the section on sensory cortices below. From the thalamus we find
connections from the auditory analysis areas in the inferior colliculus through
the medial geniculate nucleus (LeDoux, 1992; Weinberger, 1995). These con-



28 CHAPTER 2. NEUROBIOLOGY OF THE AMYGDALA

nections also terminate in the lateral amygdala. The role of these early con-
nections may be to allow the amygdala to generate emotional responses with
very short latency and prepare the organism for fight or flight (Gray, 1995;
LeDoux, 1996). This initial reaction can subsequently be modulated by the
higher sensory areas. Another possibility might be that these signals are used
to prepare the emotional system to more efficiently process the detailed sen-
sory data soon to come from the sensory areas. Either way, it is clear that
emotionally significant information reaches the amygdala from lower struc-
tures and these are likely to be used as reward and punishment in the learning
process.

Similar connections from the lateral geniculate nucleus through which visual
information travels have not been reported. However, Morris et al. (1999)
show that the pulvinar area of the thalamus is activated during backwards
masked presentation of emotional faces. Desimone (1991) reports the presence
of amygdaloid cells that respond selectively to faces in monkeys.

The importance of these low-level inputs to the amygdala has been disputed.
For example, Rolls (1995, 2000) states that the earlier stages of sensory pro-
cessing only plays a minor role in the activation of the amygdala. On the
other hand, LeDoux (1995, 2000) assigns an important role to the signals from
the auditory thalamus. One explanation for the divergent conclusions is that
the animals used as objects of study are different; Rolls works with macaque
monkeys, while LeDoux works with rats. It is not inconceivable that these
early connections really are more important in rodents than in primates. Also,
LeDoux primarily works with auditory stimuli whereas Rolls works with vi-
sion, and the connections between MGM and the amygdala is a far better doc-
umented pathway between thalamic sensory areas and the amygdala.

There are also connections from the ventroposterior medial nucleus of the tha-
lamus that contains fibers that carry gustatory and visceral information (Ama-
ral et al., 1992). This may be an early route through which the amygdala can
learn about the consequences of ingesting a certain food substance. These may
function as primary reward and punishment in the learning process in the
amygdala. Information from the somatosensory pain system is likely to enter
at this level also (Davis, 1992). Shi and Davis (1999) show that somatosensory
pain enters the lateral amygdala from the posterior intralaminar nuclei of the
thalamus.
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Hypothalamus

The hypothalamus lies below the thalamus, and seems to be connected to
various functions that regulate the endocrine system (especially the pituitary
gland), the autonomous nervous system, as well as primary behavioral sur-
vival functions such as hunger, thirst and sex drive; see (Schachter, 1970) for
an engaging review of obesity in hypothalamically lesioned rats.

There are connections from the medial, central and anterior cortical nucleus
of the amygdala to the lateral hypothalamus. In addition, the medial and an-
terior cortical nuclei project to the anterior hypothalamus, and the medial and
accessory basal nuclei project to the ventromedial hypothalamus (Pitkänen,
2000). These are thought to be involved in motivational control of the struc-
tures in the hypothalamus (Rosenzweig and Leiman, 1982; Thompson, 1980).

Some parts of the hypothalamus connected to the amygdala are involved with
the control of eating. For example, the medial nucleus of the amygdala ap-
pears to inhibit ventromedial hypothalamus which in turn controls satiety.
The effect is to stimulate eating behavior. The basal lateral amygdala, on the
other hand, inhibits lateral hypothalamus and excites ventromedial hypotha-
lamus and thus has an inhibitory influence on eating behavior (Rosenzweig
and Leiman, 1982).

There are also projections from the hypothalamus to various parts of the amyg-
dala. There are light projections to the basal and accessory basal nuclei from
a number of hypothalamic nuclei. The lateral, ventral and ventromedial hy-
pothalamus project back to the central nucleus of the amygdala, and the ven-
tromedial nucleus projects to the lateral nucleus of the amygdala. The most
diverse inputs from the hypothalamus to the amygdala terminates in the me-
dial amygdala. There are a large number of heavy projections from many
hypothalamic areas to the medial nucleus, and the projections from the me-
dial nucleus of the amygdala back to the hypothalamus are as heavy and di-
verse.(Pitkänen, 2000).

Hippocampus

The hippocampus is a twisting, vaguely horseshoe-shaped structure in the
same subcortical region as the amygdala. The structure is quite complex, with
a three-dimensional organization that makes illustration difficult. The hip-
pocampus is seen as critical for many functions, including (but not limited
to) spatial navigation, the laying down of long-term memory and the forma-
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tion of contextual representations. All of these roles have been assigned to the
hippocampus in different theories and models. The perhaps most influential
theory of the hippocampus is the cognitive map theory of O’Keefe and Nadel
(1978). They suggested that the hippocampus is responsible for the mapping
of the environment mainly based on environmental cues.

Other suggestions include the hippocampus as a memory for sequences or
events (Solomon, 1979; Rawlins, 1985; Olton, 1986), working memory (Olton
and Samuelson, 1976) or configurational codes (Solomon, 1980). It has also
been suggested that the representation of a location of a stimulus and the stim-
ulus itself that are segregated in neocortex are bound together in memory by
the hippocampus (Mishkin et al., 1983).

The idea of hippocampus as a place-encoded memory system is supported by
data that shows that hippocampal cells in the rat react to the place the animal
is situated at (O’Keefe, 1990), but is complicated somewhat by indications that
these cells in primates (that are more visually oriented) react to places the
animal observes, rather than the place the animal itself is situated at (Rolls and
Treves, 1998, p. 100). As Rolls discusses, however, this is not a problem for
this view in practice. Rather than seeing it as place cells for the animal, they
code for place of the objects around it. The rat, being rather more reliant on
smell and touch than on vision, would generate data that would superficially
look as if the cells are reacting to the animals position in space, rather than on
the objects in its vicinity.

Another function associated with the hippocampal system is the compari-
son between stored regularities and actual stimuli (Gray, 1995). The role of
the hippocampus in contextual control of memory and learning is also well
known (Hall and Pearce, 1979).

Rolls and Treves (1998) suggest that the hippocampus is organizing disparate
sensory information into one episodic instance. This can be used in various
ways; Rolls and Treves discuss mainly its use to consolidate long-term mem-
ory and as cues for action. In this text, we consider this to be a contextual
representation (or code).

Rudy and O’Reilly (1999) explores the role of the hippocampus in contextual
fear conditioning, where the animal learns to associate an unpleasant experi-
ence with the surroundings in which it happened. They show that the hip-
pocampus is primarily responsible for this function, though some effect re-
mains even with a lesioned hippocampus, probably through ‘normal’ feature-
based association. They also discuss the effects of preeexposure to the context
for this effect. Rats that receive an unpleasant stimulus (foot-shock) immedi-
ately upon being placed in the environment show markedly diminished con-
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textual fear, whereas rats that have had the opportunity to explore their sur-
roundings have an increased effect. The interpretation is that the hippocam-
pus encodes a stimulus configuration to be associated with the unpleasant
stimulus. In the first case, the rat never has time to sample their environment
enough to create a configuration, whereas in the second case, a stable config-
uration able to be activated by just a small number of features is created.

There are three major areas of the hippocampus: the dentate gyrus, CA1 and
CA3. Closely associated with the hippocampus is the subiculum and the en-
torhinal cortex with the parasubiculum. The main pathway through the hip-
pocampus is from the entorhinal cortex, to the dentate gyrus, continuing to
the CA3, then to CA1 and out through the subiculum (Rolls and Treves, 1998).

Rolls and Treves (1998) view the CA3 area as an autoassociator, capable of
associating disparate sensory and other information with each other (the effect
is to be able to recall the entire set when presented with only a subset of it).
The function of the dentate gyrus seems to be to orthogonalize the input for
the CA3 associations to work efficiently. CA1 is organizing the output set from
CA3 into contextual units (Rolls and Treves, 1998).

Hippocampal lesions are well known to produce anterograde amnesia, or in-
ability to form new long-term memories. However, this does not impact skill
learning or short-term memory (Kupfermann, 1991).

The amygdala is heavily interconnected with the hippocampus. There are
moderate to dense connections from the subiculum of the hippocampal for-
mation to all major areas of the amygdala (Pitkänen, 2000). The CA1 area of
the hippocampus also projects to the lateral, basal, accessory basal, medial
and central amygdala. There are reciprocal projections back to the subiculum
and CA1 from all those areas except the central amygdala (which does not
project to the hippocampus at all). The lateral, basal, accessory basal and me-
dial amygdala also projects heavily to the parasubiculum. The basal amygdala
projects heavily to CA3 as well.

The subiculum is a source of multimodal inputs to the amygdala (LeDoux,
1995) which is probably involved in the representation of stimuli over time in-
tervals larger than 250-300 ms after their termination (Clark and Squire, 1998).
It is likely that these connections also mediate representations of the temporal
and spatial context in which emotional learning occurs. Bonardi (2001) shows
that hippocampus-lesioned rats show learning deficits in classical condition-
ing, but only when the cue is localized (ie. a light inside the food tray). When
the cue is unlocalized (a general increase in illumination level), there is no
impairment as compared to the controls.
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Sensory Cortex

The sensory cortex receives its input through the thalamus. These areas are
responsible for much of the higher perceptual processing for the animal. They
receive sensory information from the outlying sensory areas through the tha-
lamus and then process this information very extensively for various pur-
poses. The function of these areas is an extensive subject all by itself, and
no effort will be made here to describe this in any detail.

The amygdala receives highly analyzed input from all the sensory cortices.
These signals enter the amygdala in the lateral and basal nuclei (Amaral et al.,
1992; Rolls, 1995; LeDoux, 1995; Pitkänen, 2000). The visual input includes
signals from the inferior temporal cortex (IT) with the highest level of visual
analysis (Rolls, 1995). Cells have been found in the IT that react to complex
visual stimuli such as objects and faces (Perrett et al., 1992; Desimone et al.,
1984). The role of these connections in this system appears to be to supply the
amygdala with highly analyzed signals that can be given emotional signifi-
cance.

The cells in the inferior temporal cortex that react to faces are especially inter-
esting. Some of these cells react to specific persons regardless of the orienta-
tion of the face while other cells react to any face given that it has a specific
orientation in space or a certain facial expression (Perrett et al., 1992; Desi-
mone et al., 1984). These representations are probably important for assigning
emotional value both to specific persons and to emotional expressions and
gestures. The accessory basal amygdaloid nucleus also contains cells that re-
act to the presentation of faces (Leonard et al., 1985). It is likely that these
cells receive input from the regions of the inferior temporal cortex that react to
faces and facial expressions. Consequently, it has been reported that lesions of
the amygdala causes deficiencies in social behavior (Kling and Steklis, 1976).
Animals with lesions in the amygdala are no longer able to interact with the
other members of their group.

The auditory cortex is also well interconnected with the lateral amygdala.
There are extensive interconnections from temporal cortex area 2 and 3 in
to the caudal part of the lateral amygdala (LeDoux, 1987; Weinberger, 1995;
Pitkänen, 2000). Connections from the auditory regions of the superior tem-
poral area have also been reported (Amaral et al., 1992).

In addition to the inputs from the monomodal sensory regions, the amygdala
also receives multimodal inputs from the entorhinal cortex (Gray et al., 1981;
Amaral et al., 1992). In this respect, the amygdala is similar to the hippocam-
pus which also receives massive projections from this area. These connections
seem to be used for sensory integration.
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The amygdala also transmits information back to the sensory cortices (Rolls,
1989a; LeDoux, 1995; Weinberger, 1998). There are two kinds of outputs to the
sensory cortices. The first type of outputs is likely to be used for priming sen-
sory stimuli as part of an attentional system (Rolls, 1999). The second type is
likely to be a part of a system of memory consolidation, where the emotional
evaluation triggers the storing of long-term memories in, for example, the vi-
sual cortex (Tabert et al., 2001; Cahill and McGaugh, 1998). We will describe
this further below.

Orbitofrontal Cortex

Fuster (1997) sees three interrelated functions for the prefrontal cortex: work-
ing memory, preparatory set and inhibitory control. His concept of work-
ing memory is a representation of current events and actions, as well as such
events in the recent past; this is not unlike the concept of context. A prepara-
tory set is the priming of other structures in anticipation of impending action.
He also calls this motor attention. Inhibitory control is the selective suppression
of areas that may be inappropriate in the current situation. It appears that the
amygdala is involved in the initial learning of an emotional response while
the orbitofrontal cortex is necessary for extinction (Rolls, 1995).

An interesting view of the frontal cortex is that its role is to inhibit the more
posterior structures to which it connects (Shimamura, 1995; Fuster, 1997). Ac-
cording to this view, the difference between the various frontal regions comes
primarily from what structures they inhibit. Taking this perspective on the or-
bitofrontal cortex suggests that it inhibits earlier established connections when
they are no longer appropriate, either because the context or the reward con-
tingency has changed (Rolls, 1986, 1990, 1995). It has been argued that ex-
tinction is controlled by the inhibition from this area (Rolls, 1995; Balkenius
and Morén, 2000a). Similarly, habituation can be seen as the active process of
inhibiting the orienting reaction to stimuli that are of no value to the animal
(Gray, 1975; Balkenius, 2000). The prefrontal cortex has also been implicated
in this process (Fuster, 1997). It is likely that the frontal cortex receives infor-
mation about the current context from the hippocampus. Working together,
the hippocampus and prefrontal cortex could be responsible for the inhibition
that occurs in habituation and extinction (Rolls, 1995; Fuster, 1997).

The orbitofrontal cortex appears to be especially involved in this function.
This can be seen when reinforcement contingencies are changed. Rolls (1995,
2000) suggests that the orbitofrontal cortex reacts to omission of expected re-
ward or punishment and controls extinction of the learning in the amygdala.
This extinction is suggested to be the result of an inhibitory influence from the
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orbitofrontal region. Cells have been found in the orbitofrontal cortex that are
sensitive to sensory stimulation and that code for specific stimuli (Rolls, 1992).
This makes it reasonable to consider this a sensory area. The reaction of these
cells are more complex than those in the earlier sensory cortices, since they
also reflect the history of reinforcement that the stimulus has encountered.
These cells have also been found to reverse their activity when reinforcement
is changed (Rolls, 1995).

Apart from inhibitory control, the prefrontal cortex has also been suggested to
take part in short-term working memory and preparatory set (Fuster, 1997).
For emotional processing, these aspects of the prefrontal system are somewhat
different from its motor functions. Apart from the orbital regions, the dorso-
lateral and ventromedial areas are also believed to be involved in emotional
processing (Davidson and Irwin, 1999). Patients with ventromedial damage
are impaired in the anticipation of future reward or punishment but are still
influenced by immediate consequences of their actions. The dorsolateral pre-
frontal cortex appears to be involved in working memory. Damage in this
area makes patients unable to sustain emotional reactions over longer times
(Davidson and Irwin, 1999).

Lesions of the frontal cortex result in an inability to change behavior that is
no longer appropriate (Shimamura, 1995; Kolb and Whishaw, 1990). For ex-
ample, in the Wisconsin card-sorting test, subjects are asked to first figure out
how to sort cards according to a simple criteria such as color. When the sub-
jects have succeeded, the criteria is changed and the subjects have to find the
new rule to sort the cards. Frontally impaired patients are often unable to do
this. They may be able to verbalize that the rules have changed but they will
persevere in their incorrect behavior.

Inputs to the amygdala from the prefrontal cortex enter the amygdala in the
lateral, basal and accessory basal nuclei (Pitkänen, 2000; Rolls, 1995; LeDoux,
1996). The amygdala also projects to prefrontal cortex (Rolls, 1995; Schoen-
baum et al., 1998).

Other Areas

The amygdala projects to a number of subcortical areas that affect autonomous
functions like heart rate, hormone levels and other autonomous reactions. The
central amygdala is the primary structure to project to these areas. It also
projects to the periaqueductal gray and tegmentum in the midbrain (Pitkänen,
2000), as well as to the autonomic areas of the medulla oblongata (Rolls, 1995).
The purpose of this projection is likely to prepare the body for swift action if
required.
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The basal ganglia is a collection of subcortical areas that mediate voluntary
and planned movement. It consists of the striatum (composed of the caudate
and putamen) that seems involved in the instrumental conditioning of motor
actions; the globus pallidus and substantia nigra (that seem to be the main out-
put areas back to the thalamus); and the subthalamic nucleus. Both substantia
nigra and globus pallidus are divided into two areas. The internal segment
of globus pallidus and substantia nigra pars reticulata share many similarities
with each other. In fact, they are more similar to each other than with the other
part of each structure; they can functionally be considered one area, and is the
output area for the basal ganglia (Côté and Crutcher, 1991).

Like the amygdala, the basal ganglia is modulated by the prefrontal cortex
(Fuster, 1997). This system in the brain may be involved with the learning
of response reward associations (Houk et al., 1995) and the inhibition from
frontal cortex could be used to select among competing motor programs.

There are connections from substantia nigra to the lateral, basal and central
areas of the amygdala. There is a strong connection from the central nucleus
to substantia nigra. Recently it has been found that neurons in substantia
nigra (and ventral tegmentum in the midbrain) react to mismatches between
expected and received reward (Waelti et al., 2001).

Other low level inputs comes from all the olfactory cortical areas including
the periamygdaloid cortex (Amaral et al., 1992). The amygdala also receives
direct input from the accessory olfactory bulb which carry information about
pheromones from the vomeronasal organ (McLean and Shipley, 1992).

As we have seen, the amygdala receives sensory information at a number of
levels of analysis. Each higher level can correct the emotional learning that
has taken place using information from the earlier stages. The multimodal
convergence at the amygdala could be responsible for the association between
a neutral stimulus with an innate evaluation based on for example somatosen-
sory, gustatory or visceral information. Additionally, the hypothalamus con-
tributes with information about the current motivational state of the organism.
The hippocampus, directly, and through the orbitofrontal cortex, controls the
context-dependent aspects of this processing and its expression.

2.1.2 Lesions of the Amygdala

Lesions of the amygdala produce striking effects on behavior (Weiskrantz,
1956). Monkeys with amygdaloid lesions show a marked lack of fear. They
may play with objects, such as snakes, that would otherwise frighten them.
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Figure 2.3: A schematic illustration of the amygdaloid areas we are con-
cerned with, and their functional connections. La: lateral amygdala; BLa:
basal amygdala; AB: accessory basal amygdala; CEa: central amygdala.

They also increase their oral behavior and have learning problems. Other
problems are loss of social dominance, inappropriate social behavior, change
in social and sexual preferences, together with less facial expressions and vo-
calization (Kolb and Whishaw, 1990).

Human lesions of the amygdala appear to contribute to a large portion of the
so called Klüver-Bucy Syndrome which may result from damage to the tem-
poral cortex (Klüver and Bucy, 1939). This syndrome consists of tameness,
loss of fear, indiscriminate dietary behavior, increased sexual behavior, often
with inappropriate object choice, hypermetamorphosis, a tendency to exam-
ine all objects with the mouth and visual agnosia (Kolb and Whishaw, 1990).
The last effect is probably due to damage to the inferior temporal gyrus close
to the amygdala. Also, patients with damage to the amygdala are reported
to be unable to recognize facial expressions of fear, while the ability to recog-
nize other emotional expressions were intact (Adolphs et al., 1996; Broks et al.,
1998).

In animals, similar damage have resulted in loss of social dominance, inap-
propriate social behavior, change in social and sexual preferences, less facial
expressions and vocalization (Kolb and Whishaw, 1990).

2.2 A System Level Description

Now we take a look at how these areas seem to interact at a system level.
The focus is of course still on the amygdala, and we will present this data in
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relation to its functioning as an emotional system. As figure 2.2 shows, there
are a number of functional elements connected to the amygdala. Rather than
just iterate over all the areas that are relevant, we will discuss them in relation
to each of these functional elements.

2.2.1 Attention

One function of the emotional system is to contribute to attention. When
something emotionally significant is detected, it would often be beneficial for
the animal to attend to this stimulus. There exist projections from the central
amygdala to the sensory cortices that may be involved in priming of sensory
stimuli with the current emotional state.

There are also projections to the sensory cortices that may be involved in
the emotional control of sensory categorization and motivation (Rolls, 1989a).
This includes both the facilitation of memory creation in emotional situations
and ability to bias or prime cortical processing with the current emotional
state (Amaral et al., 1992; LeDoux, 1996). This type of projection is especially
salient in the visual system where the amygdala connects to all levels of vi-
sual processing (Rolls and Treves, 1998). This should be contrasted with the
projections to the amygdala that mainly involve the inferiotemporal area with
the highest level of visual analysis. Through the backprojections to sensory
cortex the amygdala could potentially activate emotional memories or direct
attention to stimuli that are relevant to the current emotional and motivational
state (Rolls, 1992; Holland and Gallagher, 1999).

Holland and Gallagher (1999) shows that the central amygdala mediates con-
ditioned orienting responses. However, lesions of that area does not affect
unconditioned orienting behaviors, or habituation. Neither do the lesions dis-
rupt the normal responses to affective stimuli. Holland and Gallagher iden-
tified the connection between central amygdala and substantia nigra in the
basal ganglia as the probable route for conditioned orienting responses, as
disconnection of this route shows similar deficits in this area as lesioning of
the central amygdala itself.

2.2.2 Motivation

The outputs from the amygdala to the hypothalamus are thought to be in-
volved in motivational control of the structures in the hypothalamus (Rosen-
zweig and Leiman, 1982; Thompson, 1980). For example, the cortical medial
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nucleus of the amygdala appear to inhibit ventromedial hypothalamus which
in turn controls satiety. The effect is to stimulate eating behavior. The basal
nucleus, on the other hand, inhibits lateral hypothalamus and excites ventro-
medial hypothalamus and thus has an inhibitory influence on eating behavior.
In this way, the amygdala is able to control motivation according to the emo-
tional value of the attended stimulus; a piece of food associated with fear or
illness will cause the animal to lose its interest in food when observing it.

2.2.3 Arousal and Reflexive Responses

Through lateral hypothalamus, the amygdala is able to control autonomic fear
and anxiety responses and through the paraventricular nucleus of the hy-
pothalamus it can control the secretion of stress hormones (Davis, 2000). The
central nucleus can also influence the startle reflex controlled by reticulopontis
caudalis (Davis, 2000).

One set of outputs from the central nucleus is directed toward the autonomic
areas of the medulla oblongata (Rolls, 1995; Davis, 1992), including the ventro-
lateral medulla (Petrov et al., 1996). This output is responsible for the somatic
affects that usually accompany emotional states. More specifically, the ventro-
lateral medulla (together with nucleus of the solitary tract) seems to regulate
blood pressure as an autonomic response to external stimuli. The central nu-
cleus also projects to the periaqueductal gray that controls the freezing reac-
tion that is a common reaction to danger (Fanselow, 1994).

As Gallagher (2000) reviews, the influence of the central amygdala on auto-
nomic responses is limited to emotionally affective stimuli. Lesions of the
central amygdala would inhibit the conditioned expression of the startle re-
flex, but would not inhibit the ’normal’ startle reflex in response to a novel
stimulus.

The medial amygdala connects to the ventromedial nucleus of the hypothala-
mus, which initiates some aspects of mating behavior through the periaque-
ductal gray (Rolls, 1999, p. 221).

2.2.4 Memory, Learning and Reinforcement

There is a lot of evidence that the amygdala plays a role in the formation
of memories in other areas of the brain, in addition to the conditioning tak-
ing place in the amygdala itself (Fanselow and LeDoux, 1999). Packard and
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Teather (1998) shows that the amygdala influences both hippocampal and stri-
atal (specifically the caudate and putamen) memory expression. As their ex-
periments show, the hippocampus is implicated in the short term memory
retention of spatial locations, while the striatum is involved in the learning of
reactions to a present stimulus (i.e. instrumental conditioning). The amygdala
is found to exert an influence in both memory systems. Poremba and Gabriel
(1999) show that the amygdala is involved with the formation of instrumental
responses, but not with its maintenance. This is consistent with the view of
the amygdala as an evaluative part of a two-process system of instrumental
learning (see chapter 3).

Another type of backprojections pass through the basal forebrain and may be
involved in the formation of emotional memories by enhancing the learning
in emotional situations (Weinberger, 1995, 1998). Experiments have shown
that the formation of sensory categories in auditory cortex can be controlled
by the amygdala (Weinberger, 1995). The emotional evaluation of the amyg-
dala is also sent to the prefrontal cortex (Rolls, 1995) and to the basal ganglia
(Gray, 1995). These outputs originates in the basal and accessory basal nu-
clei. The influence to striatum is mediated mainly from the basal nucleus in
the amygdala (Everitt et al., 2000). Lesions of the basal nucleus, while impair-
ing conditioned reinforcement, does not impair the formation of emotional
associations. On the other hand, lesions of the central amygdala CEa disrupts
Pavlovian conditioning, but not conditioned reinforcement.

One result of emotional reactions is the release of stress hormones (such as cor-
tisol and adrenaline (LeDoux, 1995). These hormones are known to modulate
memory consolidation. Roozendaal et al. (1998) confirms that the basolateral
amygdala is implicated in the modulation of adrenaline regulation of memory
consolidation.

Cahill and McGaugh (1998) reviews the role of the amygdala in memory mod-
ulation. They conclude that the basolateral, but not the central, amygdala is
involved in modulation of emotionally influenced memories. They also re-
view results that show that the hippocampus, but not the caudate nucleus,
modulate the retention of spatial tasks; that the caudate nucleus, but not the
hippocampus, modulate retention of cued tasks; and that the amygdala mod-
ulates both. This is entirely in line with the other results reviewed here.

Whitelaw et al. (1996), showed that lesioning the basolateral amygdala in
cocaine-seeking rats impaired their ability to acquire secondary conditioning,
but not simple conditioning, indicating the importance of this area in higher-
order conditioning. Hitchcott and Philips (1998) showed this functional dis-
sociation between the basolateral and central amygdala as well, with the cen-
tral amygdala involved in Pavlovian approach behavior and the basolateral
amygdala involved in instrumental reward-associations.
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The reinforcer itself seems to enter this system in the same manner as other
stimuli, at least in the case of conditioning to pain. Shi and Davis (1999) per-
formed a set of lesioning studies on rats to find the pathways responsible.
Their results show that painful somatosensory stimuli capable of inducing
fear conditioning enters the lateral amygdala both from the posterior intralam-
inar nuclei in the thalamus, and from the insular cortex. The thalamic area re-
ceives somatic inputs from the spinal cord. The insular cortex receives inputs
from the somatosensory areas, the thalamus and from the midbrain (Craig
et al., 1994). Schultz et al. (1998) and Schultz (1998) reviews data showing
that primary, undirected reward signals are produced by dopamine neurons
in the midbrain, and are projected to many other areas of the brain. These
react to mismatched predictions for primary rewards, rather than the levels
themselves, and do not carry any specificity as to the nature of the reward.

Another interesting set of inputs comes from taste and olfaction areas (Rolls,
1995, 1989b). These may function as appetitive reinforcers in the learning pro-
cess in the amygdala. Rolls (1999, pp. 31-37) shows that activity in the sec-
ondary taste areas in the orbitofrontal cortex are intrinsically rewarding.



Chapter 3

Learning

In this chapter, we will briefly discuss learning in general, but will concentrate
on classical and instrumental conditioning. We will also discuss some compu-
tational learning models within this framework. We will not, however, dis-
cuss reinforcement learning or machine learning in any detail, as these fields
are not directly relevant to the area of emotional conditioning.

The term ‘learning’ has many different connotations, ranging from a pedagog-
ical process, through the large field of machine learning, to long term potenti-
ation (LTP) in individual nerve cells. The term is so overloaded, however, that
it is necessary to briefly discuss its different uses and qualify the term in the
context of this work.

At the lowest level, there is adaptation of single cells (typically through LTP).
Although the details are complex, the basic idea is simple. Given two cells,
one connected to the other, the first cell will occasionally fire, thus inducing
the second cell to fire, or suppress the second cell from firing. However, when
this happens in the presence of specific chemical signals, the synapse – or
connection – between the cells will alter so that a signal from the first cell
now can trigger the second cell more easily. This is a learning mechanism first
suggested by Hebb (1955), and subsequently confirmed as a mechanism in
biological learning processes (Bliss and Lomo, 1973).

Machine learning, on the other hand, is not concerned with biological pro-
cesses. The term is an umbrella for various techniques for making systems
capable of behavior adapted by external events. This includes tasks such as
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path finding, hill climbing, evolutionary learning and other forms of optimiz-
ing search (Kaelbling et al., 1996; Sutton and Barto, 1998). Although these
methods sometimes borrow ideas from biology or psychology - and these
sometimes get inspiration from machine learning - the focus is very different.
Whereas biological learning concentrates on how actual organisms perform
their tasks, machine learning research aims to produce methods that work in
artificial systems, regardless of their biological relevance. This should not be
taken as a criticism of either field, but the difference in motivation should be
kept in mind so we do not prejudge results from either field erroneously.

Evolutionary learning is the idea that the process of evolution can be seen as
a learning task stretched out over populations rather than individuals, and
evolutionary time rather than seconds or days. Some researchers go as far
as proposing that the mind indeed works as an evolutionary system where
groups of neurons compete for the ability to respond, with increased connec-
tivity as the prize (Edelman, 1989).

Learning as pedagogics is something with which all readers will be familiar. It
is the science and craft of human to human, assisted, learning, especially dur-
ing adolescence. While obviously important to us, the field has fairly little rel-
evance to biological learning for several reasons. First, it is applicable almost
exclusively to humans (with the possible exception of a few other primates).
It is dependent on language and of imitation, something the vast majority of
organisms are not capable of. Second, it deals largely (though not exclusively)
with explicitly formulated linguistic knowledge, again something not applied
to most animals. While this field probably can apply results from other fields
of learning, it is not clear that this field can contribute back to biological learn-
ing in a meaningful way.

We thus come to the current field of interest: biological learning. This is the
study of learning processes common to most animals (including humans),
sometimes with a neurological perspective, sometimes with an ethological
one. For animals, learning is a crucially important survival feature. While
a lot of behaviors are innate, these behaviors are developed over evolutionary
time, and can not by themselves assure good survival in a fast-paced, killer-
eats-it-all world. As a result, for many animals the fixed behaviors are in-
dependent of outside influence (things like breathing or circulation), or fixed
behavior patterns triggered by very specific outside circumstances, e.g. Grey-
lag geese egg retrieval behavior (Lorenz and Tinbergen, 1938). At a slightly
greater level of abstraction, they can be semi-general behavior fragments that
can be altered, tuned and put together in various ways depending on situation
and experience.
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Learning is, even in this context, not a very well defined concept. It occurs
when a behavior gets preferentially selected in the face of circumstance, but
it can also occur in the form of imprinting, in the laying down of long-term
memories and in the adaptation of motor behaviors to a changing body (this
would include both the change of body size and proportions from childhood
to adulthood, as well as injuries or disabilities). All of these are cases of
adaptation to circumstance, though not everybody would call these processes
learning.

As an example of how fixed behavior fragments and lifetime adaptation in-
teracts, we can take a look at Clark’s nutcracker (Gallistel, 1990, p. 155). This
bird collects and hides caches of pine seeds in the fall to eat during winter
and spring. The bird will make up to 33,000 seed caches, and must be able to
recover 2,500 to 3,000 of them to avoid starvation.

While the behavior of hiding seeds for winter is instinctive and developed in
evolutionary time, remembering exactly where the seed caches are is not. All
evidence reviewed by Gallistel points to the conclusion that it remembers the
location of each seed cache. The interaction goes deeper than that, however.
The bird no doubt has innate preferences for the kind of places that are good
for hiding seeds. It hides them by picking its beak into the ground, depositing
the seeds, then covering up the traces, so it will try to hide the seeds in soft
ground, rather than in tree hollows, under rocks or in high branches. While
the precise spot must be remembered by the bird, the kind of places that it
could have hidden the seeds in is restricted to those that its instincts tell it
could be a decent burial place.

Among the processes being studied, none have been more so than that of clas-
sical and instrumental conditioning.

3.1 Conditioning

Conditioning was first studied in a systematic way around the beginning of
the twentieth century. Although the effect had been observed earlier (and, in-
deed, animal trainers and others made empirical use of similar techniques),
the first to systematically study conditioning was Ivan Pavlov (Pavlov, 1927).
Pavlov was already established as a physiologist studying the gastro-intestinal
system - and in fact received the Nobel price for this work in medicine in 1904.

In an effort to study the gastric response to food, he started to study dogs
outfitted with a valve to the stomach to see how the body would regulate
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Figure 3.1: The setup used by Pavlov to measure physiological data on the
gastrointestinal system. In this illustration, the setup measures the produc-
tion of saliva, rather than gastric acid. (From everywhere. Used without
permission.)

production of gastric acid (he also had dogs with tubes through the cheek
to study the flow of saliva). The acid would drip down onto the apparatus
when it saw the food, the drops would be counted, and a diagram would be
produced over the rate of fluid production.

As the trials progressed, he observed that the dogs would start salivating be-
fore they saw the food. It was eventually discovered that the dogs reacted to
the sound of the assistant that normally fed the dogs. Pavlov recognized the
effect as being a new phenomenon. He gradually eliminated all extraneous
stimuli which could affect the learning process, and managed to simplify the
experiments to the point of being able to present a single stimulus which the
animals could react to exclusively. He called this process conditioning.

Conditioning is the process of influencing behavior using rewards or pun-
ishments, generally in a psychological or neurological setting. The canonical
example of this process is feeding a dog every day, and ringing a bell just be-
fore giving it the food. After a few days, the dog will start salivating at the
sound of the bell, even in the absence of any food.

3.1.1 Behaviorism

The idea of conditioning as the mechanism behind all learning quickly be-
came influential, especially in the USA, where it formed part of the basis of
behaviorism (Watson, 1930; Skinner, 1974). This school was formed as a re-
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action to the mentalistic approach to psychology that relied in large parts on
introspection as a means of studying the human mind.

The behaviorists rejected the mentalistic approach as being unscientific. They
wanted to ground psychology in the same kind of logical positivist framework
as the natural sciences, where only observable phenomena were available for
study. As the only observable variable for humans is their behavior, psychol-
ogy should therefore study behavior only.

Pavlov’s ideas about conditioning fitted perfectly into this framework. Armed
with this new tool, a generation of psychologists set out to measure anything
and everything that this tool afforded them. Unfortunately, the rejection of the
inner mind as amenable to study soon hardened into a rejection of the internal
mind itself. Behavior, according to behaviorists, is all there is. Watson (1930)
went as far as saying that

”[The behaviorist] dropped from his scientific vocabulary all
subjective terms such as sensation, perception, image, desire, pur-
pose, and even thinking and emotion as they were subjectively de-
fined.” (p. 5)

This conclusion was not received with enthusiastic praise among all psychol-
ogists. Unfortunately, when rejecting behaviorism, the idea of conditioning
was often found guilty by association. Thus, for a long period, the only work
in this field was done only by behaviorists.

3.2 Classical Conditioning

What Pavlov had discovered is the phenomenon known today as classical
- or Pavlovian - conditioning (the term ’conditioning’ actually stems from a
mistranslation of Pavlov’s book into English). The principle behind classical
conditioning is very simple: present an unconditioned stimulus (commonly
shortened as US) - the food in Pavlov’s case. This will cause an unconditioned
response (called UR) in the subject - salivating, for Pavlov’s dogs. We want to
condition the subject (that can be human as well as other animals) to make a
response to some other stimulus that does not by itself have anything to do
with the response. (A fuller discussion on the nature of an US is found on
page 78.)
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Figure 3.2: An idealized Acquisition-Extinction curve. When the animal first
makes the connection between the CS and the US, the degree of response
rises rapidly, and flattens out as it nears its ideal degree of response. When
the connection disappears, the response decreases rapidly, but lingers at a
low level for some time.

To accomplish this, we introduce a conditioned stimulus (CS) before or at the
same time as the US (the food). In Pavlov’s case it was the sound or sight of
the assistant, but it is traditionally a simple sound or a light. The US (food)
will cause the UR (salivating) to occur, but at the same time, the CS (the tone,
bell, light or other stimulus) will itself become associated with the US. After a
number of trials, we start giving the CS without the US. We will find that the CS
will trigger a response just as if the US had been present; in other words, the
bell will trigger salivation just as the food did. Also, if we continue to present
the CS without the US, the response (called CR, to differentiate from the re-
sponse given with only the US) will gradually diminish and disappear. An
ideal graph of the response at the time of CS is in figure 3.2. For an excellent,
and far deeper, introduction to this field, see Mackintosh (1983).

The descriptions of experiments in conditioning all follow a fairly set tem-
plate. Like the description above, each phase of the experiment is addressed
in turn, with a description of when each stimulus is presented during the
learning phase. This lends itself to using an abbreviated notation that can
describe the experiment in a short, unambiguous way. The simple acquisition-
extinction experiment above would be described as:

Acquisition:
CS + US

Test:
CS → CR
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Extinction:
CS

Test:CS → no-CR

This means the same thing as the verbose description above. Present CS (the
bell) followed by US (food) repeatedly, and get a conditioned response CR
(salivating). Then present CS alone for several trials, until we do not get a
response. Of course, when we say there is no response, we mean that there
is no response conditioned to CS. There might well be a baseline of response
unrelated to any conditioning – gastric acid or saliva are produced to some
extent even in the absence of food – but what we are looking for is a response
that is in addition to this baseline. Also, the animal might give any number of
other responses to the CS, but they are not the one we specifically have been
conditioning it on, and are thus ignored.

The canonical conditioning experiment above has two phases: a first, where
the association is acquired (called the acquisition phase) and a second, where
the response is extinguished (appropriately called the extinction phase). That
is the core of conditioning. It certainly seems simple, so why is this simple
mechanism still being studied almost a hundred years after its discovery? It
turns out that this simple mechanism is not simple at all.

3.2.1 Learning Protocols

There is more than meets the eye even for the seemingly simple type of learn-
ing that is classical conditioning. Let us revisit the simple acquisition/extinction
experiment we discussed above. As simple as it seems, even this protocol has
a few surprises.

First, what really happens during extinction? A simple idea would be that the
connection between the CS and the CR that was formed during acquisition
would now simply disappear again. An easy test shows us that this is not the
case.

Consider again the protocol where the subject learns the connection between
the CS and US, and then extinguishes the response again by presenting the CS
without the US:
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Condition:
CS + US

Extinguish:
CS → no-CR

At this point we cease all training for a time. After some time has passed (a
couple of days, in the case of dogs conditioned with food) we try the CS again:

Test:
CS → CR(0.5)

The CR(0.5) notation signifies that the response CR is only produced at partial
strength, or only part of the time.

It turns out that the connection is partially restored, albeit weaker than at its
peak. We can often do this several times, with the response returning (but
weaker) every time. This phenomenon is called spontaneous recovery (stud-
ied by Wagner et al. (1964) among others), and it is an important factor to
keep in mind when designing learning experiments. Clearly, there is more go-
ing on than a removal of a connection. What would happen if we condition,
extinguish, then recondition the connection as follows?

Condition:
CS + US

Extinguish:
CS

Recondition:
CS + US → CR

The subject has no problem relearning this connection; in fact the acquisition
the second time is perceivably faster than the first time. If we do this for a few
more iterations, we will see the reacquisition become more and more rapid.
This reacquisition effect is also called a savings effect. We will see various
explanations for this and other phenomena when we discuss proposed models
below.
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3.2.2 Classical experiments

There exists a collection of classical experiments in the field of classical condi-
tioning that isolate – and exemplify – various features of this type of learning.
These experiments are also often used to test learning models, isolating their
strengths and shortcomings. Also, some of these experimental protocols will
be used in later chapters to test our model. It is thus of some use to briefly
describe these.

Where needed for proper understanding, these experimental protocols are de-
scribed fully, with the experimental setup and control groups. For a purely
descriptive account this is often not necessary however, and they are omitted
in these cases in the interest of brevity.

Blocking

Conditioning exhibits a principle of parsimony: do not learn more than you
have to. This is seen in a blocking experiment (Kamin, 1969). In blocking, we
first condition a stimulus CS1 to an US. Then we try to condition CS1 together
with a new stimulus CS2 to the same US.

Phase 1:
CS1 + US

Phase 2:
CS1 & CS2 + US

Test:
CS2 → no-CR

As we see, no conditioning occurs; when we test CS2, there is no evidence of
learning. In other words, when one stimulus has already been associated with
a certain event and elicits a response, trying to associate a second stimulus
with the same event will be blocked by the first one.

The reason for this behavior is that since the first stimulus (CS1) already per-
fectly predicts the upcoming CS, adding CS2 does not give the animal any
new information, and is thus redundant. That the system somehow evaluates
(or behaves as if it evaluates) the information content can be clearly seen when
we change the experiment slightly:
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Phase 1:
CS1 + US(0.5)

Phase 2:
CS1 & CS2 + US

Test:
CS1 → CR(0.5)
CS2 → CR(0.5)

As CS1 predicts a weak US (again, the ’US(0.5)’ indicates half strength of the
stimulus), the response is also comparatively weak (in reality, the response
might only show on half the trials rather than being half as strong; the distinc-
tion is not important at this level of abstraction). When presented together
with CS2, it predicts a strong US, and the response is also proportionally
stronger. Lastly, when we test CS2, it will elicit a response in proportion to
the difference between the strong and the weak US. The information content
needed to predict US has thus been split between CS1 and CS2. Gallistel (1990,
p. 409) calls this explanation the multidimensionality principle: the change in
stimulus strength depends on the strength of the associations to all the rele-
vant stimuli.

Conditioned Inhibition

As we saw earlier with the phenomenon of spontaneous recovery, extinc-
tion does not seem to be a simple weakening of a previously learned asso-
ciation. Pavlov believed that extinction rather was the active learning of an
inhibitory association that counteracts the excitatory association previously
learned (Pavlov, 1927). Seen this way, extinction is thus an active learning
process in its own right. The prototypical way of showing the existence of this
independent process is by an experiment called conditioned inhibition, and
was done first by Pavlov.

If the extinction is an active learning process, we should be able to show its
existence independently of the acquisition process that previously spawned
it. We do this by first associating a stimulus CS2 with an CS, then associating
another stimulus CS1 with the absence of the CS when it would otherwise
be expected. These two associations are alternated until no further change in
conditioning occurs. We can then test the inhibitory stimulus CS1 with a third,
already associated stimulus to see if it also becomes inhibited:
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Prepare CS0:
CS0 + US → CR

Condition:
CS2 + US → CR
CS1 & CS2 → no-CR

Test:
CS0 & CS1 → no-CR

Here we teach the subjects that while CS2 by itself is reinforced, CS2 and CS1
together is not, which is interpreted that the CS1 somehow stops the US from
occurring. When we test this with CS0, CS1 is able to inhibit CS0 even though
they have never been paired before. Thus inhibition is an active process, not
just the removal of a pre-existing association.

Lysle and Fowler (1985) found an interesting effect. They conditioned a group
of rats to regard a CS1 as inhibitory as described above. When they extin-
guished the CS2 that had been used for the inhibitory conditioning, the inhi-
bition of CS1 disappeared. When CS2 was conditioned again, CS1 once again
became inhibitory. From this experiment it appears that the inhibitory prop-
erties are dependent on the excitatory conditioning. Conditioned inhibition is
said to be a ‘slave’ process.

Negative Patterning

Negative patterning is an example of configurational learning, studied by
Bellingham et al. (1985), mainly using eye-blink responses in the rabbit. It
is also known as the XOR problem in connectionist literature. The required
pattern for the system to learn is that either one of two stimuli is reinforced,
while both of them together is not. Just like conditioned inhibition, negative
patterning depends on inhibition as an active process.

Condition:
CS0 + US
CS1 + US
CS0 & CS1

Test:
CS0 → CR
CS1 → CR
CS0 & CS1 → no-CR
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This is quite a bit harder to learn than it might seem at first; CS0 and CS1
both predict a reinforcer, so both together should, if anything, predict an even
greater one. The system thus needs to be able to treat the combination of
both stimuli as different from either stimulus alone, and selectively inhibit the
output when this occurs.

This problem is not linearly separable - when represented in a space, there
is no line that will separate the correct outcomes from the false ones. It can
thus not be solved by a simple non-layered collection of nodes with excitatory
or inhibitory connections. For a thorough treatment on this subject, see for
instance (Hassoun, 1995).

Positive Patterning

Positive patterning is the flip side of negative patterning. This protocol, as
well as negative patterning above, has been studied by Kehoe (1986). The
subjects learn that while either of two stimuli do not predict a reinforcer, both
together do:

Condition:
CS0
CS1
CS0 & CS1 + US

Test:
CS0 → no-CR
CS1 → no-CR
CS0 & CS1 → CR

The problem here is on the surface similar to negative patterning. The system
needs to distinguish between either stimulus alone, or both at once. Whereas
both stimuli together were inhibited in negative patterning, here it is either
stimulus alone that is inhibited. As with negative patterning above, there is a
simple logical interpretation of this protocol; it is an AND function.

It is important here to distinguish positive patterning from feature discrimina-
tion. In feature discrimination, either individual stimulus is still conditioned,
but the combination of both gives a stronger reaction than either alone; the
reaction is added from both stimuli. For positive patterning, it is required that
the reaction to the single stimulus is very weak or nonexistent for the protocol
to work (we will revisit this issue in chapter 4).
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In practice, animals will respond weakly to the single stimulus even after ex-
tensive training.

Secondary and Higher-Order Conditioning

Some stimuli are innately reinforcing. The taste or smell of food, the sight
or smell of a potential mate, the opportunity to socialize, pain or sickness,
they are all reinforcers that animals respond to at birth. By contrast, other
reinforcers need to be learned by being associated with reinforcing stimuli.
Phobic stimuli seem to reside in a middle ground, where the animal is well
prepared to acquire such associations, but nevertheless needs to be acquired
during its lifetime (Öhman and Mineka, 2001).

To test whether a stimulus CS0 has become reinforcing, we can simply use it
as an US and see whether the new stimulus CS1 has become conditioned (this
was first studied by Pavlov (1927)).

Phase 1:
CS0 + US

Phase 2:
CS1 + CS0

Test:
CS1 → CR

Here, we first teach that CS0 is a predictor of a reinforcer US. Then, we teach
that CS1 is a predictor of CS0. And when we test CS1, we find that this stim-
ulus also elicits a response. In this way, it is in principle possible to build long
chains of reinforcing stimuli.

In practice, this experiment is quite hard to execute properly; at the same time
that we train CS1 to predict CS0, CS0 will repeatedly be presented without the
US, and will be extinguished. To do this, the experimenter has to present CS0
on its own with the US occasionally, and even then, the effect is weak. The
US is different, of course, in that it is innate in the subjects and not suscepti-
ble to extinction (indeed, to extinguish an US, we need to actively inhibit its
expression, as we saw at the start of this section).

The existence of secondary conditioning is somewhat controversial. A num-
ber of studies have shown the existence of this effect, but in many cases, it
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has been hard to reproduce (see the discussion in (Klopf, 1988)). It may be the
case that these divergent results could be explained by the sensitivity to the
stimulus length and inter-stimulus interval for this protocol.

Generalization and Discrimination

The prototypical experiments described above do capture much of the essence
of conditioning, but there are a number of other factors that influence learn-
ing in general and classical conditioning in particular. We will briefly discuss
some of these factors.

Generalization is the effect that stimuli similar to the one the animal has been
trained on will elicit a response in proportion to its perceived similarity, and
was first formally described by Pavlov (1927). When we talk about a stimulus,
we often envision a bell, a light or some other distinct signal. But neither
sounds nor lights are ever completely distinct from one another, but are points
of a continuum in several dimensions like pitch, loudness and tonal quality
for sounds, and color and intensity for light (Gärdenfors, 2000). How is a
system to distinguish between similar stimuli - and when should it see similar
stimuli as variants of the same signal, and when should it see them as separate
signals?

In the general case, this problem is unsolvable; the system needs more infor-
mation on which to base its learning. This added information is also given in
the form of rewards and punishments.

Consider a dog that has learned that it will get a treat when a 440 Hz tone
sounds. What should it do if we play a 450 Hz tone? 480 Hz? 2000 Hz?
440.1 Hz? As it turns out, functional characteristics of the aural system will
quite naturally guide the learning to assume a response pattern much like the
idealized one depicted below.

The response pattern assumes that sounds that are close enough in the audi-
tory space will be treated almost the same as the exact stimulus we have the
system conditioned to, while sounds further away will be treated as largely
irrelevant.

If we continue the experiment by rewarding the 440 Hz tone, but not reward-
ing the 450 Hz tone (for example), the system will learn to discriminate be-
tween these two frequencies even though they were treated as similar at the
outset. A side effect of this discriminatory learning is an effect called ‘peak
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Figure 3.3: An idealized diagram of the response pattern as we vary the sim-
ilarity of the presented stimulus with the learned one. Here, the subjects
would have learned to respond to a sound with a frequency of 440 Hz. Play-
ing sounds around this frequency will give a response pattern like the solid
line in the figure. If we then inhibit responses for a sound with a frequency
of 450 Hz, we get a response pattern similar to the dotted line.

shifting´ by Hanson (1959), where the point giving the maximum response
will shift slightly away from the inhibitory stimulus. In the same way, start-
ing to reward 480 Hz tones as well as 440 Hz will broaden the acceptance
range of tones that will elicit a response.

Delay and Trace Conditioning

There is one further empirical aspect of learning that has an impact, and that
is the timing of the conditioned and unconditioned stimulus (Gallistel, 1990).
Unlike the previous protocols, this explicitly acknowledges the real time as-
pects of conditioning, such as inter-stimulus interval (ISI) effects and the mod-
eling of timing of the conditioned response. The rate of conditioning is op-
timal at a certain ISI. In classical eye-lid conditioning in the rabbit, the opti-
mal ISI is approximately 250 ms and decays exponentially with increased time
(Smith et al., 1969; Schneiderman and Gormezano, 1964). Also, independently
of the ISI, the CR tends to appear slightly before the CS (Desmond, 1990).
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Figure 3.4: Delay and trace conditioning. LCS is the length of the CS. ISI is the
interstimulus interval, or the length of time between the onset of the CS and
the onset of the US. In this illustration, the ISI is the same for all three cases.
In a), we see so called delay A conditioning. The length of the stimulus (LCS)
is identical to the ISI, so the stimulus CS ends at the same time the US starts.
In b) we have delay B conditioning. Here the stimulus length is the ISI plus
the length of the US, making the CS and US overlap and making them end
simultaneously. In c) we see trace conditioning. Here the length of the CS is
shorter than the ISI, making the CS stop before the onset of the US. Unlike
the other forms, this form of conditioning has a span of time between the CS
and the US, making it necessary for the animal to somehow retain a memory
trace of the CS for conditioning to occur.

Inter-stimulus interval effects

The effect of the inter-stimulus interval on the response level is one of the
primary learning effects described in the model by Sutton and Barto (1990).
Empirical studies have been done with both trace conditioning, where the CS
terminates before the US is presented; and with delay conditioning, where the
CS offset occurs at the onset of the US, or later (see figure 3.4). Note that when
we talk about varying the ISI, this is under the assumption that other timing
factors are held constant. Gallistel and Gibbon (2000) reviews data that show
that this effect is time scale invariant. If the intertrial interval (ITI) is increased
in proportion to the ISI, there will be no net effect on the response level.

In this section we identify three types of timing; two types of delay condition-
ing and one type of trace conditioning. In the first type of delay conditioning,
that we will call delay A, the CS terminates exactly at the onset of the US. In
the second type, delay B, the CS is present until the termination of the US.
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Figure 3.5: The effect of the inter-stimulus interval in classical nictitating
membrane conditioning. Delay B conditioning after Schneiderman and
Gormezano (1964). Trace conditioning after Smith et al. (1969) and Schnei-
derman (1966).

Finally, in trace conditioning, the CS and US have fixed lengths and only the
ISI changes. In trace conditioning, the ISI can be both positive and negative.
When varying the ISI in delay A and B, the length of the CS is varied as well,
while in trace conditioning the length of the CS and of the ISI are independent.

The empirically determined profile for delay B and trace conditioning, accord-
ing to Schneiderman (1966) and Smith et al. (1969) can be found in figure 3.5.
The desirable behavior is for the response level to have a single peak at small
positive ISI:s, no response at all for negative ISI:s, and asymptotically declin-
ing values as the ISI grows large.

Facilitation

As we have seen above, the response strength depends in part on the inter-
stimulus interval. When the interval is long, the response will be low. If an-
other stimulus is introduced between the CS and the US, the response can be
made stronger:

Without facilitation:
CS1 + US

Test:
CS1 → CR(weak)

With facilitation:
CS1 + CS2 + US → CR(strong)

Test:
CS1 → CR(strong)
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This is called facilitation with intermittent stimulus (the intermittent stimulus
being CS2 above). The ISI between CS1 and the CS is the same in both cases;
CS2 is introduced in between to act as a ‘bridge’ between the two other stimuli
(Kehoe, 1982).

Feature Discrimination

A comparatively recent set of protocols for associative learning is serial and si-
multaneous feature discrimination. Serial feature discrimination is also known
as occasion setting (Bouton and Nelson, 1998). Serial feature-negative discrim-
ination (or negative occasion setting) aims to establish a stimulus CS1 as an
occasion setter that indicates that no reinforcement will be forthcoming on the
next conditioning trial.

Condition:
CS1 + CS2
CS2 + US

Test:
CS1 → no-CR
CS2 → CR
CS1 + CS2 → no-CR

The characteristic of an occasion setter is that it does not itself become condi-
tioned to the US; compare this protocol to second-order conditioning above.
Instead, it acts as a contextual signal to the learning system, indicating the
applicability of a learned association.

Serial feature-positive discrimination is similar:

Condition:
CS1 + CS2 + US
CS2

Test:
CS1 → no-CR
CS2 → no-CR
CS1 + CS2 → CR
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Here, CS1 signals that the forthcoming CS2 will be followed by a US, while
its absence indicates that it will not. The test shows that CS1 does not become
conditioned itself.

Davidson (1998) suggests that a role of positive occasion setting is to signal
motivational states. Internal bodily stimuli (feelings of hunger or thirst, for
example) would be positive occasion setters for associations between food and
post-ingestive US. Similarly, negative occasion setters could be stimuli such as
satiation. The occasion setters would function as an internal context.

Simultaneous feature-positive discrimination and simultaneous feature-negative
discrimination are the simultaneous versions of positive and negative occa-
sion setting, respectively (Schmajuk et al., 1998). These protocols are normally
not considered occasion setting.

Simultaneous feature-positive discrimination has a similar protocol to the se-
rial variant. Alternate between conditioning two stimuli, and non-conditioning
of one of them - note the use of ‘&’ rather than ‘+’ to signify simultaneous pre-
sentation:

Condition:
CS1 & CS2 + US
CS1

Test:
CS1 → no-CR
CS2 → CR
CS1 & CS2 → CR

The animal will learn to react to CS2 but not to CS1. This is similar to an
overshadowing protocol. The protocol for simultaneous feature-negative dis-
crimination is identical to that of conditioned inhibition.

Disinhibition

Contextual disinhibition occurs when a stimulus that is inhibited in one con-
text loses its inhibition elsewhere (Schmajuk et al., 1998). It is a basic test of
context-dependent inhibition. In the protocol below, the CX notation indicates
the context in which the experiment takes place.
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Condition CS0:
CX1: CS0 + US

Followed by extinction:
CX1: CS0

Test:
CX1: CS0 → no-CR

Move CS0 to a different location:
CX2: CS0 → CR

Thus, the inhibition of CS0 is local to the context in which it is inhibited. The
conditioning, on the other hand, is intact over any context. To get context-
dependent conditioning, a feature discrimination protocol must be used.

Disinhibition by novel stimulus is another experiment where inhibition is sup-
pressed. This effect is achieved by presenting a novel stimulus for the animal
to react to (Gray, 1975).

Condition:
CS0 + US

Extinction:
CS0

Test:
CS0 → no-CR

New stimulus CS1:
CS0 + CS1 → CR

In animal experiment terms, contextual disinhibition would be moving the
animal to a different experimental cage, while disinhibition by a novel stim-
ulus would be presenting a novel stimulus in the original cage. Also, in con-
trast to contextual disinhibition, disinhibition by novel stimulus is a transient
phenomenon; the animal will quickly generalize the inhibition to the changed
surroundings.

Statistical Effects

Conditioning is sensitive to the statistical dependency between events (Rescorla,
1968; Gallistel, 1990). While it was once believed that the pairing of a CS and a
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US were sufficient for conditioning, it has been shown that this is not the case.
In an important experiment, Rescorla (1968) presented subjects with random
pairings of CS and US. On some trials the CS was presented alone, on some it
was followed by the US, and on other trials the US occurred without the CS.
In one experimental group, the CS did not have any statistical correlation with
the US, while in the other the CS correctly predicted the US at half of the trials.

In the first group no conditioning occurred, while in the second group the an-
imals produced the CR at a rate proportional to the predictive level of the CS.
This clearly shows that the animals are able to discern statistical correlations
between stimuli, and are not just blindly pairing co-occurring stimuli together.
Of course, this does not imply that they have any kind of concept of statistics,
but merely that the learning system is able to behave in such a way that it can
discern statistical correlations from non-correlations.

3.2.3 Models of Conditioning

A number of models have been proposed to explain classical conditioning.
Many of these are psychologically based models that only deals with a very
restricted subset of available data. Some models, however, are intended to
have fairly broad explanatory powers, and are detailed enough to give spe-
cific predictions in various cases. In this section, we will take a look at some
proposed models of classical conditioning. This will set the stage for the in-
troduction of our model in the next chapter.

The models in this chapter (as well as the model we will introduce in the next)
implicitly assume that there are processes outside their purview that prese-
lects the stimuli and rewards before they become subject to learning. It is as-
sumed that various attentional processes select and sift through the available
stimuli to give salience only to those that are of significance to the system; the
stimuli thus have a fixed salience, while the importance of the reward signal is
varied by the model according to how well the stimuli represent the reward.
This is in contrast to another class of models discussed by Pearce and Hall
(1980) where instead the stimulus salience is varied during conditioning. This
brings some aspects of attention into the learning model itself, and gives a nat-
ural explanation to such phenomena as latent inhibition. None of the models
tested here belong to this class of models, however.

To test the models, we have implemented all models – with the exception of
the Rescorla-Wagner model – in a simulator. They have been run with some
of the classical learning experiments described in previous sections, and then
compared with each other and with experimental results involving animal



62 CHAPTER 3. LEARNING

subjects. Each model has as far as possible been given reasonable parameter
values (taken from the model descriptions from the authors) and the simula-
tions have taken into account differences in temporal resolution and numeri-
cal levels.

Rescorla-Wagner

The Rescorla-Wagner model (Rescorla and Wagner, 1972) is possibly the ear-
liest computational model of conditioning that is still discussed today. Many
later models have implicitly or explicitly made use of the ideas espoused by
this model, including the Sutton-Barto model presented in the next section
and our own model in chapters 4 and 5. As it does not work in real time, but
only on a per-trial basis, it is not tested as the other ones described here.

Their model tries to minimize the discrepancy between the reward predicted
by the sum of CS:s and the actual reward given by the US. This is again the
multidimensionality principle discussed by Gallistel (1990). When there is
a discrepancy, all the CS:s are changed proportionally, scaled by a learning
constant:

∆wi = α(US−∑
j

CSjw j) (3.1)

This model turns out to handle a number of classical conditioning experi-
ments, including blocking and conditioned inhibition (Schmajuk, 1997, page
38). As it is not real-time, however, many other effects relating to timing can
not be reproduced.

The Sutton-Barto Model

The Sutton-Barto (SB) model (Sutton and Barto, 1981), is an early time-derivative
model of reinforcement in conditioning. It works in real-time in contrast to
the Rescorla-Wagner model (Rescorla and Wagner, 1972), from which it is de-
scended. This model is a precursor to many later computational models, in-
cluding the TD model (Sutton and Barto, 1987), the SBD model (Blazis et al.,
1986) and the Klopf model (Klopf, 1988).

The reinforcement in the SB model is the time derivative of the sum of the
stimulus strengths:
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Ẏt = Yt −Yt−∆t ,

Y = ∑
i

CSiVi +VUSUS (3.2)

where the Vi is the stimulus strength of CSi , and VUS is the strength of US. With
suitably chosen constants, these equations will account for all predictions of
the Rescorla-Wagner model.

An eligibility trace mechanism is added to account for temporal relationships:

X̄i,t+1 = (1−δ)X̄i,t +δXi,t ,

Xi,t =
{

1, CSi present
0, CSi absent (3.3)

The rate of decay δ is in the range 0 < δ < 1. The same trace is also used in the
TD model. The reinforcement signal and the eligibility trace are combined as:

∆Vi = βẎ×αiXi (3.4)

with αi and β positive learning rate constants.

We have run a series of simulations covering some of the learning experiments
described in the previous section. During these simulations, the constants
chosen were αi = 0.1,β = 1,δ = 0.2; these are the values used by Sutton and
Barto.

As the model is an early one, it is not surprising that it has a number of prob-
lems in these simulations.

Like the other models, the SB model has no problems with acquisition and
extinction. Unlike the Klopf and Balkenius models (see pages 67 and 70), SB
works over a wide range of CS-US intervals due to the nature of the eligibility
trace function used. However, SB does not model the S-shaped acquisition
curve that Klopf and Balkenius does.

The inter-stimulus interval effects are poorly modeled by this method. For ex-
ample, the model shows inhibitory conditioning with ISI close to zero during
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trace conditioning (figure 3.6). This seems to be inconsistent with empirical
data (Smith et al., 1969). The model also fails to account for ISI effects during
delay conditioning, with no decay of asymptotic learning with longer ISI:s,
and with overall learning level dependent on proximity between CSoff and
USoff, as seen in figure 3.1. As Sutton and Barto (1990) notes, this model does
not, and is not intended to, account for these effects.

Figure 3.6: The behavior of the Sutton-Barto model during ISI trials.

No reacquisition effects are modeled by SB. Blocking effects are handled satis-
factory, which is not surprising, as the capabilities are a superset of Rescorla-
Wagner, and blocking is one of the effects modeled well by that model.

Secondary conditioning with no overlap between CS0-US or CS1-CS0 works
as expected; CS1 is reinforced by CS0, albeit weakly, as CS0 is simultaneously
extinguished. However, when the inter-stimulus intervals are short enough to
make the stimuli overlap, an erroneous inhibitory conditioning is produced.
Briefly, the reason is that when CS0 and CS1 overlap, V0 is initially small, mak-
ing Ẏ small. Thus, change in X is the primary factor in changing V0. The
greatest change in X is for CSoff, and when overlapped with US, this nega-
tive change will influence V0, thus producing the effect. The analogous effect
is achieved for phase two of secondary conditioning, as V0 is large and V1 is
small.

Facilitation effects are modeled fairly well; the stimulus trace model used di-
rectly facilitates this effect.
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The Temporal Difference Model

The TD (temporal difference) model (Sutton and Barto, 1987) was introduced
as an extension of the earlier Sutton-Barto model (Sutton and Barto, 1981). Ac-
cording to the TD model, the goal of conditioning is to predict the temporally
discounted value of all future rewards. At time t, this prediction is called and
is calculated as the sum of all weights Vi for the CSi at time t:

V̄ = max(∑
i

ViCSi ,0) (3.5)

Here, the weight Vi represents the contribution from CSi to the total predic-
tion. During learning, these weights are updated according to the following
equation,

∆Vi = β(δt+1 + γV̄t+1−V̄t)×αiX̄i (3.6)

where δt+1 represents the strength of the CS at time t + 1, γ is the discount
factor, αi and β are learning rate constants, and X̄i is a trace of stimulus CSi .
Thus, the first term of equation 3.5 can be seen as the expected change in US
from t to t + 1 (called reinforcement by Sutton), while the second term is a
function of temporal proximity to the CS. The definition of X̄i is identical to
equation 3.3:

X̄i,t+1 = (1−δ)X̄i,t +δXi,t ,

Xi,t =
{

1, CSi present
0, CSi absent (3.7)

This section describes a number of simulations of the TD model. The actual
code was downloaded from R. Sutton’s web-site and interfaced with our sim-
ulator. The model itself is, thus, identical to Sutton’s implementation. Using
this implementation, we have successfully reproduced the simulation data as
presented in Sutton and Barto (1990).

The TD model is able to reproduce several aspects of classical conditioning.
Most importantly, it models the ISI-dependency shown in empirical studies.
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Figure 3.7 shows the asymptotic value of the weights as a function of the ISI
for trace conditioning.

Unlike the other models discussed in this chapter, the ISI-curve is an emergent
effect of the learning equations and handles a variety of different ISI:s and
stimulus lengths.

The TD-model also handles blocking effects in a satisfactory manner, but the
presence of secondary conditioning depends on the stimulus length. This ap-
pears as a shortcoming of the model.

Figure 3.7: The ISI curve for the TD model.

Interestingly, the TD model suffers from a similar problem as the Sutton-Barto
model for secondary conditioning: overlapping CS:s produce inhibition rather
than excitation, as shown in figure 3.8. The reason this effect is not apparent
for first-order acquisition, is that US level is not taken into account when com-
puting V̄i , in contrast to the Sutton-Barto model.

The results for blocking, inhibitory conditioning and facilitation are the same
as for the Sutton-Barto model; the model performs reasonably well. Like the
SB model, the TD model does not show the S-curve for acquisition. A related
shortcoming is that the TD model does not show any reacquisition effects or
spontaneous recovery.
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Figure 3.8: Secondary conditioning in the TD model with and without over-
lapping stimuli. The upper curves show V1 and the lower curves show V2.
(Left) With non-overlapping CS1 and CS2, the secondary conditioning effect
is clearly visible. (Right) With overlapping conditioned stimuli, V2 shows
inhibition rather than excitation.

The Klopf Model

The Klopf model was introduced in 1982 as the Drive-Reinforcement (DR)
model (Klopf, 1982), but we present the model as described in (Klopf, 1988).
In this model, the output at time t – the UR or the CR – is given by the value
y(t). This is calculated as the sum of all CS representations xi multiplied with
their corresponding weights wi . The value θ is a threshold which was set to 0
in the simulations reported by Klopf.

y(t) =
n

∑
i=1

wi(t)xi(t−θ,) (3.8)

During conditioning the weights change according to the equation,

∆wt(t) = ∆y(t)
t

∑
j=1

c j |wi(t− j)|∆xi(t− j), (3.9)

where c j are learning constants, |w j | are the magnitude of the individual
weights, and ∆xi the change in the CS representation. It is stated in (Klopf,
1988) that only positive changes should be considered in the equation above,
that is, if ∆xi is less than 0 it is set to 0 for the purposes of equation 3.9. It
should also be noted that there are both excitatory and inhibitory weights in
the model; these are treated separately and are constrained to stay on the pos-
itive and negative side respectively. The model also requires that all weights
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must be larger than 0. In the simulations in (Klopf, 1988), a minimum value of
0.1 is used.

Equation 3.9 illustrates a fundamental assumption of the Klopf model, namely
that changes in the output should be correlated with changes in the inputs
to determine whether learning should occur. When both the input and the
output changes, the weights should increase. To allow non-zero ISI:s, each CS
is assumed to leave an eligibility trace in the system. This is represented by
the sum in equation 3.9 which is used as a memory that extends backwards in
time.

The model is able to mirror a complex ISI curve since an array of learning
constants, ci , are used to determine the shape of the curve. The constants are
explicitly chosen to reflect the ISI-curve for classical delay conditioning (Klopf,
1988). Figure 3.9 shows the simulation result for the same experiment as the
TD model described above.

Figure 3.9: The ISI curve for the Klopf model.

Although the Klopf model has the ability to produce a range of ISI-curves
depending on the learning rate constants, it has almost no predictive value in
this area since the curve is essentially rigged by the constants ci . A further
limitation is the fixed length memory buffer used for the eligibility trace. The
use of a memory buffer limits the temporal resolution of the model as well as
the length of the ISI.
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The model also shows the initially accelerated S-shaped learning curve that
is observed in animals. This is the result of the multiplication of wi in the
eligibility trace. This makes learning faster when the weights are larger.

This unusual aspect of the learning equation also results in reacquisition ef-
fects. Since the weights are larger after extinction than before any learning has
taken place, learning will be faster in the second acquisition phase. Although
Klopf presents a simulation where the reacquisition effect is clearly visible,
this effect only occurs for the first reacquisition. All reacquisitions after the
first one are identical for the parameters used in (Klopf, 1988); see figure 3.10.
This was not illustrated in Klopf’s original article. Also, the S-shaped learning
curve disappears for the reacquisitions.

Figure 3.10: The reacquisition effect in the Klopf model. The savings effect
only appears the first time.

The reacquisition effect depends on the learning rule where the weight change
depends on the magnitude of the weight. A larger weight will change more
than a smaller one for the same reinforcement signal. This aspect of the model
is also the reason for the initially accelerated S-curve in acquisition.

Klopf (1988) reports simulation of secondary conditioning which were repro-
duced by our simulator. It is interesting to note that this experiment results
in the inhibitory effect described on page 66 as when run with the TD model.
The Klopf model handles blocking in a satisfactory manner.

Facilitation by an intermittent stimulus is also modeled correctly. This effect
is both visible at an ISI smaller than the length of the eligibility trace, and
at larger ISI where the mechanism in effect extends the length of the fixed
memory buffer.
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The Balkenius Model

Like the Klopf model, the model presented in Balkenius (1995) and Balke-
nius and Morén (1998b) is based on a neural interpretation of the condition-
ing mechanism. But contrary to the Klopf model, the Balkenius model uses a
network rather than a single node. Like the Klopf model, the Balkenius model
separates inhibitory and excitatory learning, but this is made explicit in the
formulation of the model. Here, only the excitatory side of the network is de-
scribed. The equations for the inhibitory side are identical. The output of the
model is given by:

CR(t) = x+(t)−x−(t), (3.10)

x+(t) =
n

∑
i=1

τ

∑
j=0

w+
i j (t)CSi(t− j). (3.11)

The extra index j in equation 3.11 corresponds to a tapped delay-line for each
CS with length τ. This approach differs from the eligibility traces used in the
other models but has a similar role. The representation is usually called a
multiple-element stimulus trace and has the advantage that it can support
more complex associations than a single eligibility trace. On the other hand,
it requires many more variables since the number of weights must equal the
length of the stimulus trace.

The reinforcement – that is, the weight change – is calculated as:

R+ = [US+δ(∆x+
t+1−∆x−t+1)− (∆x+

t −∆x−t )]+ (3.12)

In this equation, δ is the discount factor which is responsible for secondary
conditioning. This equation can be compared to equation 3.5 for the temporal
difference model. In that model, the absolute values are used in the learning
equation. In this model, it is instead the changes that contribute to the rein-
forcement. This is consistent with the idea that the model tries to predict the
level of the CS rather than the integral over it as the TD model does.

Like in the Klopf model, changes in the US level are correlated with changes
in the CS levels and during conditioning, the weights change according to the
equation:

∆w+
i j = γ+R+[∆CSi(t− j)]+, (3.13)
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where γ+ is the learning rate.

The Balkenius model differs from the other models in the way the ISI effect is
modeled. In the TD and Klopf model, it is the result of the eligibility trace. In
this model, it results from secondary conditioning within the stimulus trace.
Figure 3.11 shows the ISI curve for the model with the discount factor of δ =
0.90. The curve directly reflects the discount factor since the asymptotic value
of the weights converges to δ(i−1) for an inter-stimulus interval i≤ 0 (Balkenius
and Morén, 1999).

A somewhat surprising effect of the stimulus representation is that the model
predicts the S-shaped learning curves for ISI:s larger than 1 time unit. For an
ISI of 1 time unit, the learning curve is similar to that of the TD model, but for
a larger ISI, the curve is initially accelerating, giving rise to the characteristic
S-shape.

Figure 3.11: The ISI curve for the Balkenius model with δ = 0.9.

This model’s explanation of the S-shaped curve is radically different from the
one offered by the Klopf model. In the Klopf model, the learning equation
itself is constructed to give the S-shaped acquisition curve, while in the Balke-
nius model, it is the result of the mechanism for secondary conditioning given
by equation 3.12. For an ISI of 2 ticks, the initial acquisition curve is quadratic,
for an ISI of 3 ticks, it is cubic, and so forth.

Secondary conditioning is also handled by the model. In fact, the Balkenius
model gives robust secondary conditioning on both the experiment described
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in (Klopf, 1988) and the experiment in (Sutton and Barto, 1990). The TD model
did not do well on the Klopf experiment, and the Klopf model was not able to
handle the experiment used for the TD model.

This robust capability for secondary conditioning is available at the cost of
ignoring the difference between trace and delay conditioning. Since only pos-
itive changes in the CS is used in the model, trace and delay conditioning will
appear identical to the learning mechanism. Empirical data suggests that this
should not be the case since delay conditioning usually results in faster and
stronger learning than trace conditioning.

Like the other models, blocking is handled without problems. It appears that
since Rescorla and Wagner (1972), blocking is the first experiment to be tested
for any model of conditioning.

Another shortcoming of the model is that it is not able to model reacquisi-
tion effects. Like in the Klopf model, the weights reflect the fact that earlier
conditioning has occurred, but this is not utilized in the learning equation.

Finally, it is possible to raise the same objection to the multiple element stimu-
lus trace in this model as to the eligibility trace in the Klopf model: it limits the
temporal resolution and sets a fixed length on the memory for passed events.

Figure 3.12: The ISI curves for the Schmajuk-DiCarlo model
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The Schmajuk-DiCarlo Model

The Schmajuk-DiCarlo (SD) model was introduced in 1992 and was shown to
model a number of classical conditioning phenomena (Schmajuk and DiCarlo,
1992). Especially interesting is its ability to model the effect of various types
of configurational stimuli and the effects of hippocampal lesions on condition-
ing. Here, however, we will only investigate the more fundamental abilities
of the model. The complete characterization of the model can be found in
Schmajuk and DiCarlo (1992) and we will only describe the equations respon-
sible for the dynamics found in the simulations. A stimulus, Si , gives rise to a
short-term memory trace Xi that is described by:

dXi

dt
=−K1Xi+K2(K3−Xi)CSi , (3.14)

K1, K2 and K3 are constants that determine the passive decay of the trace, the
rate of increase, and the maximum level of the trace, respectively. The asso-
ciative strength, VSi changes according to the equation:

dVSi

dt
= K5K6(1−|VSi |)EO, (3.15)

where K5 is an output level constant and K6 is the learning rate constant. EO
describes the error in the prediction of the model. This error is calculated as
the difference between the US level and the sum of all stimulus traces multi-
plied with their respective weights:

EO= US−∑
i

K5XiVSi (3.16)

In the simulations, we followed the complete description of the model given
in Schmajuk and DiCarlo (1992), and the equations above should serve only as
an indication of the dynamics of the model and not as a complete description.

The ISI curves for the model are shown in figure 3.12. Together with the TD
model, the SD model is the only one to model the difference between the trace
and delay conditioning in a qualitatively correct way. The SD model also cor-
rectly models blocking and conditioned inhibition. Of the models we tested,
the SD model is the only one to show a reacquisition effect that increases with



74 CHAPTER 3. LEARNING

0 2 ×104 4 ×104 6 ×104 8 ×104 1.0 ×105 1.2 ×105
0.00
0.05
0.10
0.15
0.20
0.25
0.30

C
R

Figure 3.13: The reacquisition effects in the SD model. This is the only model
discussed here where each subsequent acquisition is faster than the previous
one.

each repeated relearning. This is shown in figure 3.13 where four acquisition
and extinction phases are presented.

A serious difficulty for the SD model is that it does not allow for secondary
conditioning as it is usually formulated. This is a direct consequence of equa-
tion 3.16. Since the change in associative strength depends on the difference
between the CS and the aggregate prediction given by the sum in equation
3.16, there is no room for secondary conditioning. It can handle the special
case when CS1 and CS2 are paired simultaneously, but not the more common
case when they are sequential (Schmajuk, 1997).

It is interesting to note that the SD model is able to model facilitation but
not secondary conditioning. This implies that secondary conditioning is not
necessarily required for facilitation.

It is worth noting that Schmajuk has developed several models, including de-
velopments of the SD model described in (Schmajuk, 1997). Especially inter-
esting is his escape-avoidance model of operant conditioning. We have not
yet tested these in simulation.

3.3 Instrumental Conditioning

In classical conditioning, the subject can not influence the occurrence of a re-
inforcer. They get rewarded or punished no matter what they do; all they can
do is learn to predict when it is coming, and prepare for the inevitable. Instru-
mental conditioning, on the other hand, is a process where the subject is an
active participant. The actions of the subject in response to the stimulus influ-
ences whether or how much the system will be reinforced. Schmajuk (1997)
presents a very good introduction to this subject; Sutton and Barto (1998) is
another good text with a machine learning approach.
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It was Thorndike that started the study of instrumental conditioning in the
1890:s. His experimental setup was a ’puzzle box’, where some action, such as
pulling a string, would release a catch and release the animal within. In these
boxes he would put a hungry cat with food waiting outside, and then study
its behavior and the time it took for the animal to release itself from the cage.
The same animal would be set into the box repeatedly to see how and what it
learned as it encountered the same situation multiple times.

When put in the puzzle boxes the cats would start to explore their surround-
ings in order to find a way out. Eventually, they would hit upon the action
that opened the box. After a period of time, the cats where put into the box
again, to find their way out. In contrast to earlier expectations, Thorndike
found that the cats never had a moment of epiphany where they realized how
the puzzle box was opened. Instead, the time it took for the animals to open
the box gradually decreased, as the action that opened it became more likely
for them to perform.

Based on these experiments, Thorndike formulated his law of effect: if an ac-
tion is followed by a pleasant experience, the probability of performing the
action increases, and if the action is followed by an unpleasant experience, the
probability decreases.

Instrumental conditioning can be seen in two related, but not identical, ways.
The question is if the system learns that a certain stimulus-response associa-
tion leads to another state (that may or may not be reinforced), or if the system
learns that the stimulus-response association leads to a reinforcer (that also
happens to be another state). This can be written as an S-R-S’ association, or
as an S-R-S* association, respectively, where the first ‘S’ is called a discrimina-
tive stimulus or state.

Which interpretation is correct? Tolman and Honzik (1930) performed an ex-
periment where a number of rats were allowed to run in a fairly complex
maze. One group received a reinforcer (food) at the goal box, while the other
did not. The reinforced group gradually learned to run to the goal box, while
the second group ran freely, showing no particular interest in that particular
place in the maze. After ten days, the second group were also reinforced in
the goal box. Rather than exhibiting the gradual increase in performance of
the first group, they immediately did as well in the task as the first group of
rats. Evidently, they had learned the layout of the maze - including the posi-
tion of the goal box - in the absence of a reward, and immediately utilized that
knowledge when they got reinforced and there was a reason to do so. This
implies that the rats learned to associate a state (or place, in this case) and an
action with the resulting state. Had the rats used S-R-S* associations exclu-
sively, they would not have learned anything about the maze - and certainly
not as much as the reinforced rats - until they also received a reinforcer.
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The perhaps most important aspect of instrumental conditioning is that the
system learns associations where it can influence the outcome with its own
actions. The system might have learned several associations grounded in the
same state (S0-R1-S1, S0-R2-S2, ...), and is free to choose between actions de-
pending on the perceived reward of each one. Another consequence is that the
system can learn chains of actions: (S1-R1-S2, S2-R2-S3, ..., Sn-Rn-Rew), that
can shape sequences of actions. Those who are familiar with computational
reinforcement learning will find this very familiar, and, indeed, the difference
between the field of instrumental conditioning and reinforcement learning is
more in the object of study than in the actual mechanisms studied (indeed,
reinforcement learning started out as implementations of instrumental condi-
tioning for use in AI and robotics).

3.3.1 Reinforcement schedules

In instrumental conditioning, there are several schedules of reinforcement that
can be used to reinforce behavior; these schedules influence how well the sys-
tem learns its associations, as well as how long these associations are retained
after reinforcement has ceased (Ferster and Skinner, 1957).

The canonical schedule is continuous reinforcement. Every time the animal
performs the desired action, the researcher gives the animal a reward. There
are other possibilities, however.

First, the animal can be reinforced not every time, but every n:th time the
behavior is performed. It can be as often as every second time, or as rare
as every hundred. This is called ratio scheduling. Instead, the animal can be
reinforced after a given amount of time, no matter how much it has responded
during that time (as long as it responded after the time interval). This is called
interval scheduling.

Second, reinforcement can occur after a fixed time or after a fixed number of
responses; or randomly, spread around an average time or average number of
responses. This can be combined with ratio or interval scheduling to create
four common schedules: Fixed Interval, Variable Interval, Fixed Ratio and
Variable Ratio.

The choice of schedule affects both the learning and relearning for the animal
(Mackintosh, 1983, pp. 127-128). The fixed schedules (Fixed Interval and Fixed
Ratio) lead the animal to start to respond only after some time has passed.
With an FI schedule, the rate of responding gradually increases until it reaches
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a maximum around the time when the reinforcer is due to be presented, while
a FR schedule will start abruptly after a resting period, and then stay at a
constant level until the reinforcer appears. Variable schedules elicit a steady
response frequency, dependent on the expected time or ratio for the reinforcer.

One effect of these schedules is that while learning is slower than in a con-
tinuous reinforcement schedule, the learned response is also more resistant
to extinction. An intuitive way to understand this would be to consider the
event from the animal’s point of view: if a reinforcer normally shows up af-
ter an average number of responses, the failure of the reinforcer to do so may
simply be a case of it taking longer than average.

3.3.2 Two-Process models

In Mowrer’s influential two-process theory of learning (Mowrer, 1973), instru-
mental conditioning was assumed to proceed in two steps. First, the positive
emotional aspects of the rewarded situation would be learned by classical con-
ditioning. In the second step, the rewarding properties of the situation were
used to reinforce the appropriate behavior; Klopf et al. (1993) presented a neu-
ral network architecture that can transform a model of classical conditioning
into one of stimulus-response (S-R) learning in this way.

In effect, instrumental learning can be seen as secondary conditioning of a
response to a specific set of stimuli. Since classical conditioning is seen as
an important part of instrumental conditioning, all the properties of classical
conditioning carry over to the instrumental case. This is again a simplification
compared to real animals where the dynamics of the two types of learning
are not entirely identical. For example, responses learned by classical condi-
tioning are influenced directly by change in motivation while this is not al-
ways the case with instrumental or S-R learning (Balleine, 1992; Balleine et al.,
1995). The effect also appears to depend on the modalities involved and the
particular species examined (Gaffan, 1992). The relation between the model
and motivational and emotional processes is described at length in (Balkenius,
1995).

A major benefit of this architectural organization is that it cleanly separates
the issue of stimulus evaluation and action selection. First, the evaluation can
be reused in different situations without change. Had the stimulus evalua-
tion directly triggered a given response, this would only be applicable to the
learned situation, but by having a second - instrumental - step, the system
can learn different actions for the same stimulus evaluation. Conversely, it al-
lows a given response pattern to be learned and reused for different stimuli,
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Figure 3.14: A schematic illustration of a two-process model. The classi-
cal conditioning system receives stimuli and a reinforcer, and conditions on
them, giving rise to a classical response. The instrumental learning system
also receives the same stimuli, but gets its reinforcement not directly, but
through the classical conditioning system.

as it is not triggered by the stimulus itself, but by the evaluation which can be
common over a whole class of stimuli.

Classical conditioning is here seen as a mechanism that assigns values (ex-
pected rewards and punishments) to each stimulus or stimulus combination.
These valuations of stimuli or states lie at the heart of reinforcement learning
as it is used in robotics and control. The classical conditioning system essen-
tially plays the role of an adaptive critic. In this respect, the behavior of the
network is very similar to TD(l) (Sutton, 1995; Sutton and Barto, 1998) as well
as the Q-learning algorithm (Watkins, 1992; Morén, 1998).

3.3.3 The Nature of Reinforcement

As hinted at previously, the concept of a reward or a punishment can be sur-
prisingly difficult to pin down. The common usage of these terms do not
accurately correspond to their function in animal learning.
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Early learning theorists discussed conditioning in terms of rewards and pun-
ishments. Soon it became clear, however, that the situation was more complex
than anticipated. Sheffield et al. (1951) performed a simple experiment, where
male rats were placed in a runway maze with a female rat in heat in a goal box
at the other end. The experimenters measured the time it took for the male rats
to run along the runway. When a rat arrived at the goal box, it would be re-
moved before having a chance to interact with the female, and placed back at
the start of the runway. The male rats rapidly increased their running speed.
Now, the problem is that they never receive a reward. They are removed from
the goal box without ever getting to mate with the female, and yet, they in-
crease their running speed as the trials progress.

The solution is to talk about reinforcement. In the spirit of Mackintosh, it can
be loosely defined as ”..an event whose occurrence in relation to other events
supports some change in behavior.” (Mackintosh, 1983, p. 20). This definition
allows the use of the term in classical as well as instrumental conditioning. In
the case of instrumental conditioning, it means simply something that, by its
presence or absence, changes the frequency of responding to a stimulus.

Reinforcers can be positive or negative. A positive instrumental reinforcer
acts to increase the frequency or intensity of the response to make the rein-
forcer more probable, while a negative reinforcer increases the frequency of
responding in order to lessen the probability of the reinforcer.

Note that a negative reinforcer is different from a punishment, where respond-
ing increases the probability of a negative event. For a negative reinforcer, the
animal will respond in order to avoid a negative stimulus, thereby actively
working to avoid it. In punishment, the response it what will elicit the nega-
tive stimulus, so the animal will carefully avoid responding at all (at least in
the manner the experiment is set up).

Primary and Secondary Reinforcement

Not all reinforcers are created equal. A primary reinforcer is a stimulus –
internal or external – whose reinforcing properties are innate to the animal,
such as food, sex, pain or sickness. These reinforcers are generally strong,
difficult to impossible to extinguish, and tend to be closely tied to fundamental
aspects of survival for the animal.

A secondary reinforcer, on the other hand, is a reinforcer that has been learned
during the animal’s lifetime. The protocol of secondary conditioning (page 53)
is an artificial way of creating a secondary reinforcer.
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What kind of reinforcers are there? Apart from the expected - and common -
ones of food or drink, pain (electric shock), and sickness, there are a number
of other stimuli that act as reinforcers even without any previous condition-
ing. Rolls (1999, pp. 272-273) has an extensive list of primary reinforcers that
includes stimuli such as grooming, pheromones, snakes, conspecific vocaliza-
tions and novelty. Butler and Harlow (1954) found that monkeys confined to
an opaque cage would persistently act to open a hatch to get a view into the
rest of the laboratory. Siqueland and DeLucia (1969) found that infants found
sensory stimulation reinforcing.

The typical way of applying a reinforcer is by actively present it to the animal
as a way of increasing the frequency of the desired behavior. While this cer-
tainly is one way of doing this, there are others. First, of course, a reinforcer
can be used to lessen the frequency - it is in effect a punisher. Punishment is
not a mirror effect to a reward. A rewarding reinforcer will increase the fre-
quency of one specific behavior. A punisher, on the other hand, will lessen the
frequency of a given behavior, but gives no indication as to what the animal
should do instead.

Gray (1975) classified three different contingencies for reinforcers: presenta-
tion, which is simply presenting the reinforcer; termination, which is the op-
posite of ceasing to present the reinforcer; and omission, when an expected
reinforcer fails to appear. This is orthogonal to reinforcers being rewarding or
punishing. This is summarized in the following table:

P(R)↑ P(R)↓
Presentation Rew Pun
Termination Pun! Rew!
Omission Pun Rew

Table 3.1: Reinforcement contingencies. After Gray (1975)

As table 3.1 shows, there are six different contingencies possible according to
Gray (1975). Presentation of a rewarding reinforcer (Rew) is of course per-
ceived as a reward, and presentation of a punishing reinforcer (Pun) is per-
ceived as a punishment.

Termination occurs when a continuously presented reinforcer is terminated;
this could be the termination of an annoying sound, or the closing of a win-
dow with a view. Of course, one can debate when an event is a presentation
of a stimuli (sudden darkness) and when it is termination of a different one
(termination of light). This discussion is, however, outside the scope of this
text.
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Omission is somewhat different than the other contingencies. It is the only
contingency that explicitly acknowledges the role of the animal’s expectations
in learning. On the surface, there has been no event. What does happen is
that the animal expects a reinforcer, and it fails to materialize. Extinction is the
prototypical protocol for this.

The Crespi Effect

A vivid example of how complex the issue of reinforcement really is, is the so
called Crespi-effect (Crespi, 1942), as described by Lieberman (1990, pp. 192–
195). This experiment shows that the valuation of a reinforcer is not a simple
function of its objective value to the animal.

Crespi had three groups of rats, being reinforced in a runway task, where the
speed of moving through the runway is the indication of motivation for the
subjects. First, one group would find 256 food pellets at the end of the runway,
another group would find 16 pellets, and the last group would find just one
pellet. Predictably, the 256-group would run the fastest, followed by the 16-
group, and trailed by the 1-group that hardly ran at all.

In phase two, all the groups received the same number of pellets (16) when
they arrived at the goal. The results were interesting: The 16-group stayed
at the same level of running speed they were before - for them, nothing had
happened after all.

The 1-group very rapidly increased their speed, and not only up to the level of
the 16-group, but to a level higher than the 16-group. This is called an elation
effect or positive contrast effect. Conversely, the 256-group decreased their
running speed to a level below that of the 16-group; this is termed depression,
or a negative contrast effect.

Note that Spence (1956) found a negative contrast effect in variations of
Crespi’s experiment, but did not find a corresponding positive contrast effect.
Spence suggested that the reason was that Crespi had failed to fully condition
his subjects prior to the shift.

What do we make of this? It shows us again that expectations play a large role
for the subjective valuation of a reinforcer. A subject that expected 256 pellets
will value 16 pellets far less than a subject expecting only one.
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The Premack Principle

What turns out to be reinforcing at any time? Animals are not always hungry
or thirsty, and sometimes, being social is felt as an arduous obligation rather
than a pleasure.

Premack suggested his Premack Principle:

”Given two responses, the opportunity to perform the higher
probability response after the lower probability response will re-
inforce the lower probability response. However, the opportunity
to perform the lower probability response after the higher proba-
bility response will not reinforce the higher probability response.”
(Premack, 1965)

He tested this principle in a celebrated experiment. He assembled a group of
children that were allowed to eat candy and play pinball. Based on observa-
tional data, the children were divided into one group that preferred pinball
over candy and one that preferred candy over pinball. For both groups, the
candy was withheld unless they played pinball to ’earn’ it. The group that pre-
ferred candy increased their pinball playing, while the group that preferred
pinball did not.

In a similar experiment, Premack had two groups of rats, one water deprived,
and the other not. The rats also had access to a running wheel, which in nor-
mal circumstances was preferred over drinking water. For the group with ac-
cess to water, drinking water could be conditioned with running in the wheel
as a reinforcer, while running in the wheel could not be associated with drink-
ing water. For the water-deprived group, however, the result was the reverse.

This is somewhat surprising; candy would be expected to be a good reinforcer
for other responses, and access to wheel running for rats is normally a good
reinforcer as well. What Premack showed is that the incentive value of a re-
inforcer is relative to the response being conditioned, rather than having an
absolute value for the animal.



Chapter 4

A Model of the Amygdala

The two-process model of learning described by Mowrer (1973) separates
learning into first a stimulus-emotional system that evaluates incoming stim-
uli, and a second learning system that uses this evaluation as a reinforcer
for stimulus-response learning. Among the advantages of this approach is
that the motivation to respond and the response itself are cleanly separated
(Rolls, 1986). We believe that the amygdalo-orbitofrontal system implements
the evaluative functionality of such a system.

We have attempted to capture these features in a computational model suit-
able for comparisons between neurophysiological data and simulations. We
hope that this approach will enable us to attain a clearer understanding both of
the functions of the amygdala and of the limitations of the model; this would
have been difficult to accomplish with a model that is not testable in sim-
ulation. The model described below is of course only a part of a complete
emotional system; specifically, this model does not fully address context, con-
figurational stimuli or higher-order conditioning. An extension with an ac-
companying hippocampal model and a revised orbitofrontal model will be
described in the next chapter.

As discussed in chapter 1, a motivation for having an emotional system in-
stead of only a goal generating system is that emotions are a more flexible
way to generate motivations. Whereas a goal-directed system tends to specify
what to be done, and in some cases how to do it, an emotional system only
points out good or bad features, leaving the system to devise ways of coping
with the situation.

83
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As part of this investigation, we have implemented a computational model of
the amygdala 1 and the orbitofrontal cortex, and tested it in simulation. This
is not a detailed physiological model, even though it shares its larger-scale
structure with that of the real amygdalo-orbitofrontal system; instead, the aim
is to make use of neurophysiological data to construct a functional model of
emotional processing as part of a general learning system. This system can in
turn be used as a learning component in autonomous systems.

As we will see, this model does not in itself handle all the common learning
protocols. It lacks both a trace mechanism as well as any notion of context.
Nevertheless, it does show that a learning architecture on coarse neurophysi-
ological structures will perform the basic functions needed for the structures
in question. A more complete version of this model will be presented in the
next chapter.

As we’ve seen in chapter 2, the amygdala is, despite its small size, a reasonably
complex structure; multiple layers of interconnected areas, fed by data from
large parts of the sensory cortices as well as subcortical areas, with multiple
output areas and extensive connections with several other regulatory areas
such as the hippocampus, hypothalamus and orbitofrontal areas. Add to that
semi-independent areas for smell, and somewhat poorly understood intercon-
nections between the areas across the hemispheres and it is easy to see that a
comprehensive model of this area is no small undertaking. We do not attempt
such a comprehensive model in this thesis.

While it would be very interesting to be able to understand and model every
area, it is not feasible at this time; too little is known about the functionality
of this structure to model it at great detail. Instead we attempt to extract the
intended functionality of the amygdala at a higher level and implementing
this in a computational model designed to replicate the functional role of this
structure, rather than the precise means by which it accomplishes this. This
work is thus situated in between efforts to understand neurological structures
at a detailed level, and large-scale psychological models and artificial intelli-
gence efforts aimed at replicating high-level aspects of behavior.

This means that, on one hand, no effort is made to model actual neuronal ac-
tivity, nor do we take into consideration the undeniably important complex-
ities of transmitter substance signaling. On the other hand, we do not try to
model ‘real world’ phenomena either. Rather, we try to make a functional
model of a few components involved in emotional learning. This technique
can be used both to confirm or disprove hypotheses on the function of the rel-

1when we are talking about the ’amygdala’ or other brain areas in regards to the model, we
of course use it only as a label for a part of the model, and I am not implying any functional
connection with the real amygdala other than when stated explicitly
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evant areas, as well as give a clearer understanding of the mechanisms that
are simulated.

As we have seen in chapter 2, the primary input area for the amygdala is the
lateral nucleus. Data from this area is projected to the basal and basolateral
nuclei, which seems responsible for generating emotional reinforcing signals
for instrumental conditioning in other areas. It is also projected to the cen-
tral amygdaloid nucleus, which is able to selectively generate responses to
emotionally significant stimuli, as well as act as a reinforcer for instrumental
conditioning in the basal ganglia.

4.1 The Model

The model is divided into two parts, conceptually corresponding to the amyg-
dala and the orbital frontal cortex, respectively. Of course, these areas are
complex, and we have not in any way attempted to capture all of their func-
tionality. The amygdaloid part receives inputs from the thalamus and from
cortical areas, while the orbital part receives inputs from the cortical areas and
the amygdala only.

4.1.1 Amygdala

This part of the model attempts to capture a few aspects of learning in the
amygdala. It is very much like the Rescorla-Wagner model discussed in chap-
ter 2, with nodes learning associations controlled by a reinforcement signal
defined as a difference between expected and actual reinforcement.

There are studies that imply that conditioning in the Amygdala is permanent,
or at least very hard to reverse (Sanghera et al., 1979; Rolls, 1992; Wilson and
Rolls, 1993). The rationale behind this is that once learned, a reaction – es-
pecially a negative one – is so expensive to retest that it pays to assume this
negative association is valid everywhere unless definite proof otherwise has
been established. Thus, the current model is also one-way; the model learns
emotional relations, but does not unlearn them.

This model (the lower part of figure 4.1) includes the amygdala proper and
connections from the sensory cortices directly and the thalamus – we assume
both connections are represented as the input stimuli S in the model. In the
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next section, we will add an orbitofrontal cortex to this model. There is one A
node for every stimulus S. There is one output node in common for all outputs
of the model, called E above. The E node simply sums the outputs from the A
nodes. The result is the output from the model.

For each A node, there is a plastic connection weight V. Any input is multi-
plied with this weight to become the output from the node.

E = ∑
i

Ai ,

Ai = SiVi

The connection weights Vi are adjusted proportionally to the difference be-
tween the reinforcer and the activation of the A nodes. The α parameter is a
standard learning rate parameter, settable between 0 (no learning) and 1 (in-
stant adaptation). In practice, it is usually set at a fairly low value; here we
keep it at α = 0.2.2

∆Vi = αSi [R−∑
j

A j ]+

This is an instance of a simple associative learning system, very much like
the Rescorla-Wagner model of learning (Rescorla and Wagner, 1972). The real
difference is in the fact that this weight-adjusting rule is monotonic, i.e. the
weights V can not decrease. This may at first seem like a fairly substantial
drawback; however, as seen previously, there are good reasons for this design
choice. Once an emotional reaction is learned, it should be permanent. It is the
task of the orbitofrontal cortex to inhibit this reaction when it is inappropriate.
As seen in chapter 2, there is experimental evidence which supports that this
is how the amygdala works in this respect.

The learning rate for the system is a function of the α parameter; the difference
between the strength of the reinforcer Rand the current output of the A nodes;
and the strength of the stimulus signal Si . The stronger the stimulus, and
the larger a difference there is between reinforcer and output, the faster the
learning is. This is modulated with the α parameter.

The reward signal is ’generic’, in the sense that it represents the various re-
inforcing inputs from different areas; as we saw in chapter 2, this signal can

2the notation [x]+ in the equation is to be read as: max(0,x), or that x is to remain nonnegative.
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originate in the thalamus, the hypothalamus, or parts of the basal ganglia.
Here, all those various sources have been abstracted into one input.

The existence of only one output node is of course not a realistic assumption
for this model. A more realistic version of this model would have a number of
output nodes which enables the model to selectively evaluate the individual
stimuli. Also, these nodes would be capable of being individually inhibited
by the orbitofrontal part. With this organization, the system would be able
to selectively influence attention as well as allowing for a finer grained learn-
ing of actions. We are here not interested in such specifics; just as with the
reinforcing signal, we we abstract the outputs into one simple indicator.

What can this model do? By itself it can learn simple associations between a
stimulus and a reinforcer. It can not extinguish any learned associations, as we
deliberately built this to make it impossible. It is still able to handle a couple
of common learning protocols, such as acquisition and blocking.

4.1.2 The Orbitofrontal Cortex

The second part of the system is a model of the orbitofrontal cortex. This area
is, as we have seen, responsible for inhibiting inappropriate reactions from
other areas, including the amygdala.

The OFC needs much the same data as the amygdala: stimuli and rein-
forcer. In addition, this design presupposes a data path from the amygdala
to the OFC indicating the current emotional evaluation of the amygdala to the
present stimuli. This is so the OFC will have a target to inhibit.

The OFC model is similar to the amygdala model; it also adapts its output
according to the sensory data Sand the reinforcer R. An added wrinkle is that
the output is used to inhibit the amygdala, so the OFC is using the output
of the amygdala as another parameter to determine the level at which the
inhibition should be applied. Note that we are not arguing that it is inhibitory
at the synaptic level. Instead, what we are saying is that the functional effect
of this connection is such that it acts to block the response of the amygdala.

The mechanism is the same as for the amygdala:

Eo = ∑
i

Oi ,
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Figure 4.1: A graphical depiction of the model. At the top is the orbitofrontal
part (here without an external context), at the bottom right is the amygdaloid
part and at left are the thalamic and sensory-cortical modules. The thala-
mic and sensory-cortical parts are place-holders in this version of the model,
shown to illustrate their place. The sensory inputs Senter the thalamic part,
where a thalamic input to the amygdala is calculated as the maximum over
all inputs. A primary reward signal Rew enters both the amygdaloid and
orbitofrontal parts. The output from the model is a scalar value E that repre-
sents the emotional evaluation of the incoming stimuli.

Oi = SiWi

The O nodes behave analogously to the amygdala A nodes, with a connection
weight W applied to the input signal to create an output.

The connection weights Wi are updated as a function of the input and the
internal reinforcer for the OFC:

∆Wi = βSiRo
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Unlike the amygdala model, this learning is not constrained to be monotonic.
The β parameter is, just as the α parameter for the amygdala, a learning rate
parameter, set at β = 0.4, to reflect a faster learning rate.

The internal reinforcer Ro is however more complex than the simple function
of the reinforcer and output we had for the amygdala:

Ro =
{

[∑i Ai −R]+−∑i Oi if R 6= 0,
[∑i Ai −∑i Oi ]

+ otherwise

The internal reinforcer does quite a bit more work for us than the one in the
amygdala. What this expression says, is this: If there is a reinforcing signal
(R 6= 0), then the reinforcer Ro is the discrepancy between the amygdala out-
put and the reinforcer R (that is, the error between expected and real reinforce-
ment) minus the OFC output. So, the OFC output is adjusted to minimize the
discrepancy of the amygdala output and the reinforcer, which is exactly what
we want.

When the reinforcer R is not present, on the other hand, the system works a
little differently. The internal reinforcer Ro then becomes the discrepancy be-
tween the amygdala output and the OFC output – if it is positive, in other
words – if the amygdala is reacting too strongly. If the OFC inhibition is
stronger than the amygdala output, on the other hand, there is nothing wrong
with that, as the inhibition almost certainly is proportioned for a higher reac-
tion level of the amygdala for the present stimuli.

4.1.3 The Combined System

The combined system works at two levels: the amygdala learns to predict and
react to a given reinforcer. This subsystem can never unlearn a connection;
once learned, it is permanent, giving the system the ability to retain emo-
tional connections for as long as necessary. The orbitofrontal system tracks
mismatches between the base systems predictions and the actual received re-
inforcer and learns to inhibit the system output in proportion to the mismatch.

These subsystems receive partially different inputs. The amygdala receives
stimuli (that conceptually can be seen as coming from both the thalamus and
the sensory cortices) and an abstract reinforcer. The orbitofrontal cortex re-
ceives much the same inputs; but in addition, it receives a projection from the
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amygdala with its evaluation of the stimuli. The amygdala is then inhibited
by the OFC as appropriate in the current situation.

The orbitofrontal system currently receives the same input as does the amyg-
daloid system (this will be changed in chapter 5). These inputs work as a
simple substitute for a proper context representation. In the next chapter,
however, this system will receive a context representation that will enable the
model to handle contextual cues properly.

Each subsystem is very simple. The power comes not from the learning mech-
anisms within each component, but from the way they are interconnected.

Opponent Process Theory

One alternative model of emotional conditioning is the opponent process the-
ory of Solomon (1980). This views emotional learning as consisting of two
opposed processes: a quick reaction to the event (called the primary affective
response), and a slower, opposite reaction (the affective after-reaction) that is
triggered by the primary response and is gradually strengthened to cancel out
the immediate reaction. Since both onset and offset of the canceling reaction
is slower than the immediate reaction, this will lead to a quick surge of emo-
tional reaction at the onset of the stimulus, followed by depression at its offset.
This model has had some success in describing emotional and motivational
states.

Superficially, our model resembles this idea: we have a excitatory system that
learns to react to stimuli, and a second, inhibitory system that suppresses this
excitation as needed. This resemblance is illusory, however. The inhibitory
system in the OFC is tightly coupled to the level of the excitatory reaction
in the amygdala, and is as fast-acting as the excitatory system. That said,
with some changes to the inhibitory conditioning (to loosen the tight temporal
coupling between the systems), and with suitably chosen learning parameters,
this model is likely to be able to model at least some of the effects seen with
opponent-process theory as well.

4.2 Simulations

We have run a set of simulations to verify some assumptions about the
workings of this model. The basic features we have tested are acquisition-



4.2. SIMULATIONS 91

extinction-reacquisition, simple blocking and conditioned inhibition. We also
bring up positive patterning and show that it can’t be accurately performed
by this model. These represent common features of emotional learning and
are often tested directly or indirectly in animal experiments.

While these simulations feature abstract conditioning protocols, they do rep-
resent aspects of general Pavlovian conditioning and gives a good indication
as to how well the model can explain the conditioning that does take place in
the relevant areas.

The protocols lack any timing-related information as presented here. Our
model has no timing functionality; one stimulus is a one-tick pulse. This is a
shortcoming of the model that is addressed in later sections, but for the proto-
cols it means that we can present them in this abstract manner. To simplify the
presentations further, we keep the intertrial interval very short. As the model
does not handle intertrial effects this does not alter the results and makes the
figures clearer.

Acquisition of emotional reactions are usually much faster than other types
of conditioning. Emotional conditioning has been reported in as little as eight
pairings of a visual cue used as CS and electrical shock (LaBar et al., 1998).
In experiments with rats using an auditory stimulus four pairings of the CS
and US was sufficient for the sound to elicit freezing behavior (Morgan and
LeDoux, 1999).

The time course of extinction is similar to acquisition, but depends, like acqui-
sition, on the exact experimental procedure and the stimuli used. In general,
reacquisition is faster than initial learning (Smith and Gormezano, 1965). With
repeated acquisition and extinction, relearning becomes faster. This is known
as a savings effect.

4.2.1 Acquisition

Acquisition and extinction is a basic learning experiment, where the model
is expected to associate a stimulus with a reward/reinforcer, disassociate the
stimulus once the reinforcer is absent, then re-associate them again. This rep-
resents a minimal functionality of any associative learning model. This is the
protocol for the basic function of the amygdala, where it forms associations
between emotionally significant stimuli and neutral stimuli predicting its on-
set.
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Figure 4.2: The result of acquisition, extinction and reacquisition. From top
to to bottom, the graphs are: CS0, the stimulus input; Rew, the reinforc-
ing signal; V0, the amygdaloid connection weight for the stimulus; W0, the
orbitofrontal connection weight for the stimulus; and E, the output of the
model (smoothed); The learning parameters are α = 0.2 and β = 0.4. The
figure shows that the amygdala does not extinguish its output; instead, the
orbitofrontal part takes responsibility for inhibition of the output when no
reinforcer is present. As the model ignores intertrial interval length, we can
present protocols in this compressed manner without having a realistic ITI.

The protocol for this simulation is:

Phase 1:
CS0 + US
CS0

Phase 2:
CS0 + US
CS0

In figure 4.2 we see the input CS0, the reinforcement signal (Rew) and the
output (E). The acquisition-extinction cycle is repeated to see how the system
reacts during reacquisition. In this figure, we have included the connection
weights for both the amygdaloid and orbitofrontal parts of the model. The V0
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connection weight is the amygdala learning weight, while W0 is the weight
for the orbitofrontal node.

As seen in the figure, the system manages to learn this simple association well;
the output tracks the reinforcer without any problems. During acquisition,
only the amygdala reacts; the orbitofrontal part has no reason to inhibit any-
thing, and stays dormant. When the reinforcer disappears for extinction, the
amygdaloid weight is not affected; instead the orbitofrontal weight W0 in-
creases to inhibit the output. When the reinforcer reappears, W0 decreases
again, allowing the amygdala to express the previously learned association.
During this cycle, the learned response from the amygdala stays high.

The output E increases to its full level faster on subsequent trials than it did
the first time. This savings effect is well established in the literature; see cf.
Mackintosh (1983).

Acquisition of emotional reactions gives qualitatively similar results as ani-
mal experiments, as seen above. We do not, however try to do a quantitative
comparison, even though it would be possible to adjust the learning constants
to match the results from animal experiments.

4.2.2 Blocking

When an emotional reaction has been associated with an eliciting stimulus
or context, subsequent conditioning to another stimulus is substantially im-
paired (Kamin, 1968; Mackintosh, 1983; McNish et al., 2000). The original
learning blocks the acquisition of further associations. As described in chapter
3, blocking can be explained by a principle of parsimony. If a stimulus already
predicts the reinforcer, other stimuli are not needed for prediction, and are
thus not conditioned to the reinforcer.

In the simulation we show the ability of the model not to associate a stimu-
lus with the reinforcer if there is already an established association that can
explain the contingency. In other variants, we also show what happens when
the stimulus is able to only partially account for the reinforcer.

A blocking schedule is run in three phases: first associate CS0 with the rein-
forcer, then present both CS0 and CS1 together with the reinforcement, and
last, test CS1 to see whether it has been associated with the reinforcer. There
should be no response to CS1. This is consistent with experimental data, and
is explained by the principle of parsimony: do not associate a reinforcer with
several stimuli, when one is enough to explain the association.
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Figure 4.3: The result of a blocking experiment. CS0 and CS1 are stimulus
inputs, Rew is the reward and E is the output from the model. The weights
V0 and V1 are the connection weights for the input nodes, and W0 and W1
are the connection weights for the orbitofrontal inhibition. Looking at V1, it
is clear that blocking is taking place. As in the acquisition simulation, α and
β are set at 0.2 and 0.4, respectively.

The protocol for basic blocking looks like this:

Phase 1:
CS0 + US

Phase 2:
CS0 & CS1 + US

Test:
CS1 → no-CR
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If we look at figure 4.3, we see that this is indeed what happens. CS0 takes
up the sole responsibility for reacting to the stimulus. When we pair CS0 with
CS1 and the reinforcer Rew, we get no learning for CS1, as seen for its V1
learning weight. We do get a small reaction from the inhibitory weights W0
and W1, as the default values for the learning weights V aren’t zero, but a
small positive number (0.1 in all our simulations). The evaluation for CS0 and
CS1 thus add up to more than the reinforcer, and both are slightly inhibited.

When we present CS1 alone, we see (as expected) that it has not been condi-
tioned to the reinforcer. the inhibition rises slightly again, to fully inhibit the
default response that is already partly inhibited from the earlier phase.

As we show CS0 by itself, without reinforcement, we see that indeed, it is fully
conditioned, though the response falls rapidly as it is extinguished. It has thus
been unaffected by the testing of CS1.

Unblocking by US Intensity Change

We can vary the protocol slightly to see what would happen if the reinforcer
changes with the added stimulus. According to established theories, the new
stimulus should take up the ’slack’ from the increased reinforcement.

Phase 1:
CS0 + US(0.7)

Phase 2:
CS0 & CS1 + US(1.0)

Test:
CS1 → CR(weak)

We see here a similar behavior to the ’pure’ blocking simulation above. CS0
is conditioned to respond at a level proportional to the reinforcer. However,
when CS1 is introduced, together with an increase of the reinforcer, it shares
the responsibility of responding to the added reinforcement with CS0. In ef-
fect, what we see is that CS0 and Rew specify a baseline, and the stimuli react
only to the differential of this baseline.
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Figure 4.4: Unblocking by US intensity change. The difference here is that
the reinforcer is set at a lower value (Rew=0.7) during conditioning of CS0,
and raised to 1.0 simultaneously with the introduction of CS1 as a second
stimulus.

Unblocking by CS Intensity Change

Instead of increasing the US strength when we add another CS, we can de-
crease the strength of the original CS. The results should be the same: the new
CS should get conditioned slightly to the US.

Phase 1:
CS0 + US

Phase 2:
CS0(0.5) & CS1 + US

Test:
CS1 → CR(weak)



4.2. SIMULATIONS 97

0.0
0.2
0.4
0.6
0.8
1.0

C
S

0

0.0
0.2
0.4
0.6
0.8
1.0

C
S

1

0.0
0.2
0.4
0.6
0.8
1.0
1.2

V
0

0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45

V
1

0.0
0.2
0.4
0.6
0.8
1.0
1.2

W
0

0.0
0.1
0.2
0.3
0.4
0.5

W
1

0.0
0.2
0.4
0.6
0.8
1.0

R
ew

0 20 40 60 80 100 120 140 160
0.0
0.2
0.4
0.6
0.8
1.0

E

Figure 4.5: Unblocking by CS intensity change. CS0 is conditioned to the US.
When CS0 is presented together with CS1, the strength of CS0 is halved. This
enables CS1 to partially condition to the US.

We condition CS0 to the US. Then we pull down CS0 strength to half its origi-
nal value, and introduce a second stimulus CS1 that is shown simultaneously
with CS0. As we see in figure 4.5, CS1 picks up the ’lost’ conditioning from
the weakening of CS0. We test both CS, and indeed, CS1 has been conditioned
to half it’s strength, while CS0 remains at full strength; this is of course clear
from the connection weights as well.

Why did not CS0 pick up some of the conditioning, the same way it did for
unblocking by US intensity change? The reason here is that the connection
weights are capped at 1.0, preventing CS0 from taking up any of the condi-
tioning when its signal strength decreases. Had we run the same protocol,
but started with a lower signal strength for CS0 – say 0.7 rather than 1.0 - we
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Figure 4.6: The result of conditioned inhibition on the model. CS0, CS1 and
CS2 are the stimulus inputs, Rew is the US and E is the output from the
model. α is 0.2 and β is 0.4 .

would have seen a behavior more like that in the previous unblocking exper-
iment. This exposes a subtle problem with computational simulations of this
type, and is discussed further at the end of this chapter.

4.2.3 Conditioned Inhibition

In a conditioned inhibition schedule, the aim is to show that inhibition is an
active process, not merely a decrease in associative strength. A stimulus can
be given inhibitory properties, that can actively inhibit the response of other
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stimuli. Again, there is experimental evidence that this effect is present in
animals (Mackintosh, 1983).

The schedule for conditioned inhibition is somewhat involved. We want to
establish an inhibitory association with a stimulus, then test it with another
stimulus that already has an association with the reinforcer. Creating an in-
hibitory association can be done by explicitly omitting the expected reinforcer
whenever the stimulus is present.

Prepare CS2:
CS2 + US

Condition:
CS0 + US
CS0 & CS1

Test:
CS2 & CS1 → no-CR
CS2 → CR

First, associate CS2 with the reinforcer; this is the stimulus that will be used
for testing. Next, alternate CS0 with reinforcement and CS0 & CS1 with no
reinforcement. This should give CS1 inhibitory properties as CS0 predicts the
presence of the reinforcer. To test the result, CS2 (the test stimulus) and CS1
are presented together, and should give little or no response. Last, we present
CS2 alone, to show that it has not been affected by the inhibitory associating
stage.

The results are as expected: CS1 and CS2 give only a small, immediately de-
caying response, while CS2 alone gives a satisfactory response. This result is
due to the fact that the orbitofrontal part actively learns to inhibit responses in
the presence of CS1, rather than the amygdaloid part unlearning anything.

Conditioned Inhibition by Stimulus Change

We can run a variant of conditioned inhibition as well. Instead of varying the
intensity of the US, we can vary the intensity of CS1 instead:
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Figure 4.7: A variation of conditioned inhibition, where the CS0 stimulus
strength is varied, rather than US. CS0, CS1 and CS2 are the stimulus inputs,
Rew is the reward and E is the output from the model. α is 0.2 and β is 0.4 .

Prepare CS2:
CS2 + US

Prepare CS1:
CS0(0.5) + US(0.5)

Condition:
CS0(0.5) + US(0.5)
CS0 & CS1 + US(0.5)

Test:
CS2 & CS1 → CR(weak) CS2 → CR(stronger)
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First, we condition the control stimulus CS2 so we later on can see if the stim-
ulus CS1 really has become inhibitory. Then we condition CS0 at a lower
strength to the US (also at a comfortably low strength), also in preparation
for the attempted inhibition. We then alternate pairings of CS0 at its origi-
nal strength and the US, with pairings of CS0 at full strength and CS1 at full
strength and with US at its usual strength.

What happens is that the increased strength of CS0 predicts a stronger re-
warding US. When that stronger US fails to appear, both CS0 and CS1 gain in-
hibitory properties. The inhibition of CS0 gradually disappears (see the ’W0’
row in figure 4.7), while CS1 gradually becomes inhibitory enough to offset
this lack of US strength. In effect, the system blames CS1 for the faulty predic-
tion that US strength would increase with CS0 strength.

When we test this inhibition, CS1 is able to partially inhibit CS2 – it is partial,
because the inhibitory strength of CS1 is only enough to inhibit CS0 properly,
but not enough to fully inhibit a maximum strength CS2.

Discrimination Learning

A basic discrimination learning protocol is used to test the possibility of dis-
crimination between stimuli sharing similar features. In its simplest form,
they are presented alternately, with one stimulus reinforced and the other not
(Pavlov, 1927). The animal is expected to learn to respond to one stimulus and
not the other, despite the similarities between them.

An added complication is to run discrimination reversal. After the animal has
learned to discriminate between the stimuli, the reinforcement is reversed, so
that the first stimuli is no longer reinforced, while the other one is. Gradually,
it is expected that the animal will become faster at this reversal.

Similarity for stimuli is in this model handled by having several stimuli repre-
sent the stimulus components of the actual stimuli. So our first stimulus will
consist of components CS0 and CS1, and our second stimulus will be CS1 and
CS2. The CS1 component is common to both.

The protocol is:

Phase 1:
CS0 & CS1 + US
CS1 & CS2
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Figure 4.8: A discrimination experiment. Two stimuli, each consisting of two
stimuli, one of which is common to them both, are presented. One is rein-
forced and the other is not. Gradually, the generalization disappears and
they are discriminated. The protocol is run four times.

Phase 2:
CS0 & CS1
CS1 & CS2 + US

Each phase consists of multiple alternations. In figure 4.8, the phases are re-
peated once. We see that the model can handle both discrimination and dis-
crimination reversal. Also, though the effect is subtle in the figure, the speed
of reversal increases somewhat after the first reversal. This is due to the amyg-
dala having been conditioned to all stimulus components, leaving the reversal
entirely up to the OFC.

4.2.4 Positive Patterning

Positive patterning is a test to see whether the system can condition to the
combination of two stimuli, while refraining from reacting to either stimuli
alone (for the mathematically or logically inclined, this is an “AND” function).
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We bring this protocol up, as it at first appears to work using this model, when
in reality the slight effect we will see is an artefact, and it is a mildly interesting
illustration of the function of this model. In chapter 5, we will see this protocol
being simulated properly.

The protocol is:

Condition:
CS0 + US
CS1 + US
CS0 & CS1

Test:
CS0 → no-CR
CS1 → no-CR
CS0 & CS1 → CR

As described in chapter 3, the ’task’ for the system is to react to the occurrence
to both stimuli appearing simultaneously, but not to either alone. In terms of
emotional reactions, this could be not reacting when seeing a moving car or a
child playing in the street, but reacting strongly when both occur at the same
time. Take a look at figure 4.9. At first sight, it might look like some discrim-
ination is taking place; after all, the response is greater when both stimuli are
presented together (and they are reinforced) than with either stimuli alone.

This is however not really the case. In this simulation, we have run both stim-
uli alone twice between each pairing of the stimuli to better show what hap-
pens. We can see that the non-reinforced stimuli gives a lower response the
second time they are presented alone each sequence. That is of course due to
the fact that they are inhibited bu the OFC in the absence of a reinforcer. When
they appear together – and together with the reinforcer – they are disinhibited
again, giving rise to an effect that is superficially similar to real positive pat-
terning.

4.2.5 Lesions

Here, we briefly discuss the results of ’lesioning’ parts of the model. There are
several points at which a connection could be broken: The stimulus path to
the amygdala or the OFC; the reinforcement signal to either area; the current
prediction of the amygdala to the OFC; or the orbitofrontal inhibition to the
amygdala.



104 CHAPTER 4. A MODEL OF THE AMYGDALA

0.0
0.2
0.4
0.6
0.8
1.0

C
S

0

0.0
0.2
0.4
0.6
0.8
1.0

C
S

1

0.1
0.2
0.3
0.4
0.5

V
0

0.1
0.2
0.3
0.4
0.5

V
1

0.0
0.1
0.2
0.3
0.4
0.5

W
0

0.0
0.1
0.2
0.3
0.4
0.5

W
1

0.0
0.2
0.4
0.6
0.8
1.0

R
ew

0 50 100 150 200 250 300
0.0
0.1
0.2
0.3
0.4
0.5

E

Figure 4.9: Positive patterning on the model. CS0 and CS1 are presented
alone and together, with reinforcement only when presented simultaneously.
The result of this discrimination protocol is shown at the bottom row. As the
orbitofrontal connection weights W0 and W1 show, the apparent discrimina-
tion is only an effect of repeated extinction, rather than true discrimination.

Disabling the orbitofrontal part results in a system that can learn emotional
predictions, but can not extinguish them or inhibit them depending on the
current context. This is consistent with the observations of Shimamura (1995)
and Kolb and Whishaw (1990) on patients with frontal lesions.

With the current version of the model, the other ’lesions’ are fairly uninterest-
ing. A more thorough review of lesioning effects on the full model is available
in section 6.1.1.
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4.3 Summary and Discussion

The model presented in this chapter has several attractive characteristics. It
can handle some common emotional conditioning experiments and it is easy
to implement and use as part of a larger system.

As it stands here, this model is not a complete learning system. As it is an
emotional evaluator of stimuli, it needs several components to handle “real”
learning tasks. The two most important missing parts are a context system
and some form of motor system that can use the output of this model.

To use the model in an artificial system, it should be coupled with an instru-
mental learning system such as a two-process learning architecture, where the
evaluation of a stimulus and the choice of action to be taken as a result of this
evaluation is clearly separated. Once the action selection system has learned
an appropriate response, the emotional evaluation is no longer needed; this
seems to be in agreement with experimental data (Poremba and Gabriel, 1999).
This also means that if the learned response starts to fail (i.e. it is now inap-
propriate), the evaluative system will still retain its learned evaluation, which
immediately can be used to start to learn another, more appropriate response.

We know that the basolateral amygdala is implicated in instrumental condi-
tioning in the basal ganglia, as reviewed in chapter 2. The outputs of this
model would be the reinforcing signal sent to the premotor areas. The present
system would be the classical component, while the basal ganglia would use
instrumental conditioning.

If we wanted to make a motor learning system, we would use the output of
this model as a reinforcing signal for learning motor sequences. There are any
number of models capable of being used, such as Q-learning (Watkins, 1992),
HQ (Morén, 1998) and TD(λ) (Sutton and Barto, 1998).

For an overview of the amygdalo-orbitofrontal system as a part of a larger
motivational system, see Morén and Balkenius (2000b), or see chapter 1.

A recurring question is the origin of the reinforcing signal. As the model
currently stands, it appears from nowhere (or rather, from the simulator) to
control the behavior of the model. We believe this signal is the result of a re-
action to the presentation of a primary stimulus or an emotionally charged
stimulus. First order conditioning would be the association with a primary
stimulus (a stimulus that has an intrinsic emotional charge), while second or-
der conditioning would be the association with previously learned stimuli.
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An interpretation of primary stimuli would be that they use the same path-
ways as other stimuli, but are hardwired to produce a reaction at the outset.
This would imply that first-order and second-order conditioning use the exact
same mechanism.

As previously stated, the current version has only one output node that sums
the output from the evaluating A nodes. This node can only signal a general
emotional evaluation of all the input stimuli and can thus not give more than
one kind of evaluation. A more complete system would be able to give both
positive and negative evaluations, and give them selectively to different stim-
uli. This is of course not the case in a real emotional system; even disregarding
the fact that each output area projects to a number of other sites, the connec-
tions between areas are far more complex than a single signal. The ability to
selectively evaluate stimuli would at least in part be solved by an attention
model that would preselect the stimuli the system would attend to in the first
place.

What we do here is to again bring together several complex interconnec-
tions into one symbolic output representing the reaction of the whole system.
There are very good reasons for making this aspect of the model more realis-
tic; a model designed with a finer-grained output system can more easily be
meshed with models of the areas to which it would connect, and could be the
basis of a system intended to use the technology to do real work. The focus
here is on the model as a partial description of the operation of amygdala,
and as such, as simple output indicator is sufficient. Of course, if one wants
to use this model simply as one part of a two-process system of instrumental
learning then having a single output is sufficient.

As we saw in the experiment on unblocking with CS intensity change (section
4.2.2) in this chapter, there is a problem with the kind of simulations done
here. In that experiment, we lowered the strength of a previously conditioned
CS to allow for a second CS to also attain a measure of conditioning. The
problem lies in the fact that CS0 in that experiment did not pick up any further
conditioning as a result of this change. Had we run this simulation with all
strength levels halved, say, we would have had further conditioning to both
CS0 and CS1, but in this case, the connection weight for CS0 was already at its
maximum, and no further conditioning could take place.

Now, it is reasonable to have a limit on connection weights; it is quite obvi-
ous that signal levels in the real brain must be bounded (they in fact have a
number of limitations; see Rieke et al. (1997) for a fascinating account). The
problem really lies in the fact that we tend to simulate signal strengths at their
maximum possible level – a level that would be expected to rarely be attained
in a ’natural’ setting. Of course, we do not know where the ’normal’ level
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of stimuli is placed in the internal scales of the experimental subjects, mak-
ing it difficult to do more than educated guesses regarding this issue. In this
thesis, this subject occurs only rarely, so we sidestep the issue by ignoring it
whenever it does not matter.

4.3.1 Other Models

Armony et al. (1997) have developed a model of amygdala, thalamic and sen-
sory cortex interaction for fear processing, focused on auditory stimuli. Their
architecture is based on a similar view of the system as we have, which of
course is not surprising, considering that both are based on neurophysiologi-
cal data.

Their model is based on modules of homogeneous nonlinear units with lateral
inhibition. The inhibitory connections enables the units to organize into recep-
tive fields over their input. Learning within a module is done by adding the
US signal as a static input, to further increase the responsiveness of the most
responsive units through the inhibitory connections. Learning was enabled in
one part of the thalamic network and in the amygdala. In addition, another
parallel thalamic module, as well as a module modeling the auditory cortex is
present. The output is the sum of the node activation in the amygdala.

They show that the model can generate generalization gradients over the ’au-
ditory’ input (a collection of ten nodes), and that it can shift the peak of the
gradient in response to conditioning, in a way reminiscent of experimental
data on rats. In addition, they show that lesioning of the auditory module
does not increase the generalization gradient, a prediction that was subse-
quently confirmed in an experimental setting.

The within-module architecture is sound, and more realistic than the architec-
ture used in the model presented in this thesis. There are two problems with
the Armony model in our view, however. Armony et. al. focus on the cellular
level, leaving the question of the larger scale architecture unanswered. While
the individual nodes certainly are more realistic than in our model – and they
are investigating more neuron-like architectures – they make the simplifica-
tion that each area is just identical homogeneous collections of these nodes.
Second, the model does not attempt to build a general architecture for emo-
tional conditioning, but is interested instead in the neuronal changes and pre-
cise response patterns for cortical-thalamic sensory integration.
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The features of this model are situated at a lower level than the model pre-
sented in this chapter, and it would be interesting to attempt to incorporate
these features into our model.

Another model of some interest is the amygdala model described by Rolls
and Treves (1998, pp. 146-151). Like the previous model, it is neurologically
inspired. Unlike the Armony-LeDoux model, it concerns itself only with the
function of the amygdala itself. Also unlike that model, while possibly imple-
mentable, it is not described in sufficient detail to make a rigorous implemen-
tation, and no simulation data has been presented.

In the authors’ view, the amygdala can be regarded as a simple pattern as-
sociator. Primary reinforcers are non-modifiable signals that travel straight
through, while secondary reinforcers have modifiable connections to these
signal pathways. A Hebbian learning rule allows the secondary reinforcers
to activate these pathways.

The model as presented in (Rolls and Treves, 1998) has the benefit of simplic-
ity. The purpose of the model is to present the perceived functionality of the
amygdala, rather than being testable in simulation. In fact, running the model
in simulation will likely not accomplish very much unless it is integrated as a
part of a larger system, much in the same way as our model.

4.3.2 Previous Versions

In earlier versions of this model (Morén and Balkenius, 2000a), there was a
thalamic input, th, formed as the maximum over all stimulus inputs (the dot-
ted parts in figure4.1). This connection is known to exist, and represents a
shortcut directly from the sensory thalamus to the amygdala, bypassing the
sensory cortex (Fendt and Fanselow, 1999; LeDoux, 1996). At this time, we do
not have a model of the thalamus that is able to produce reasonable inputs for
this pathway, so this connection is not present.

Two factors speak in favor of this interconnection: speed and fault tolerance.
First, picking a rough estimate from the thalamus directly is a faster data path
than going through the sensory cortex, allowing the system to react faster to
broad classes of stimuli. Second, this path allows some emotional learning to
proceed even if parts of the sensory cortex are damaged.

Having this input as part of the model gives rise to some interesting behaviors
that in some ways mirror experimental data better than the present system.
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With this input, we can simulate the impairment of the sensory cortices while
still retaining the ability to react to some stimuli.

However, this input as we defined it is too coarse to really model early sen-
sory inputs. Also, the very feature that made it work as a coarse model of
these connections – the maximum over all inputs – also interfered with nor-
mal learning to such a degree that it was finally deemed unsuitable to be a
part of the model until such a time when we can do the work to incorporate a
good thalamic pathway properly into the model. At the time of writing, this
has yet to take place.

We have previously run another set of simulations with more emphasis on the
physiological aspects of the model both with and without the orbitofrontal or
cortical parts and compared its performance with data from animal studies.
These results are available in (Balkenius and Morén, 2000b).

In the next chapter, we will extend this model with a model of the hippocam-
pus, and see what changes this can bring to the system.



110 CHAPTER 4. A MODEL OF THE AMYGDALA



Chapter 5

Context

In the previous chapter, we described a model of the amygdala and the
orbitofrontal cortex. This model is based on the idea of the amygdala-
orbitofrontal system as a Pavlovian learning system supplying emotional sig-
nals to other brain areas to be used in reinforcement learning in motor sys-
tems, to control attentional systems, influence long-term memory retention as
well as directly control autonomic responses.

One component has been missing from the model, though. We know that the
hippocampus is an important component in emotional conditioning, and we
believe that it is responsible for supplying the system with a context. Note,
however, that the hippocampal system is seen as an adjunct to the amygdala
model we have been discussing; our focus is on its effects on the amygdala
model rather than on its own properties.

5.1 Hippocampus

We reviewed the physiological structure of the hippocampus in chapter 2.
Here we will briefly discuss the area as a computational model. In the search
for a neurally based model of conditioning, it has become clear that many
emotional learning phenomena depend in intricate ways on the hippocam-
pus. This includes configurational and contextual conditioning of various
types (Eichenbaum, 1999).

111
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Our first attempt to model the processes that are thought to take place in the
hippocampus were presented in (Balkenius and Morén, 2000a). This model
differs from many models of the hippocampus such as those of Rolls and
Treves (1998), Gluck and Myers (1993), and Schmajuk (1997) in that it does not
attempt to model the underlying physiology directly. Instead, it is formulated
at a more abstract level and is implemented with the overlying functionality of
the area in mind, rather than as a direct mapping of the anatomical structure
of this area. Of course, the model is still heavily influenced by neurological
data and theories of hippocampal function on a larger scale. A version of this
model has also been used to study contextual influences on action selection
(Balkenius and Björne, 2001).

5.1.1 Other Models

Among the areas we are interested in, there is probably none that have been
the focus of so much work in computational modeling as the hippocampus.
No doubt this is at least partly because the functions attributed in whole of
in part for the hippocampus – spatial map, short-term memory, context – are
well-defined, easily understandable and obviously important. Also, the struc-
ture of the Hippocampus seems to lend itself well to modeling.

An early model of hippocampal function was created by Marr (1971) that
modeled the hippocampus as an autoassociative network. His idea was that
the hippocampus act as a short term associative memory. This idea has lived
on in most later models in one form or another.

Some models view the hippocampus as a spatial map, strictly used for nav-
igation and binding objects in space around the animal. Zipser (1985, 1986)
proposed a connectionist model that maps landmarks and observer position
to place field responses. A recent such model is by Redish and Touretzky
(1997). Their model (called CRAWL), uses path integration on head direction
to update place cells, and thus reconcile external cues with internally repre-
sented cues.

The CRAWL model is representative of this class of models. It is a largely func-
tional model, concerned with modeling the behavioral data, rather than with
neurological structure. There is thus little correspondence between the model
and the neurological substrate. Also, there are no allowances for the other
functions the hippocampus does seem to support.
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Another class of models are those concerned mainly with neurological model-
ing of the area. The focus is on the dynamics, rather than system-wide behav-
ior. The model described by Káli and Dayan (2000) and the model proposed by
Rolls and Treves (1998) are both examples of such models. Though the focus
is on the mapping between the model and the neurological substrate, they are
nevertheless complete enough to be testable in behavioral simulations. The
focus of Káli and Dayan (2000) is on hippocampus as a place-learning struc-
ture.

The model proposed by Rolls and Treves (1998), on the other hand, is focused
on the role of the hippocampus as a context generator. Although it is a fairly
low-level model, implemented as a set of neural networks, it still manages to
be runnable in simulation. In this model, as in many other models, the CA3
area is seen as an autoassociative network used to store ‘snapshots’ of events
during a short time frame. These events aren’t only spatial, however. Instead,
they are episodic memories of events originating in many other areas, includ-
ing rewards and emotional states. The preceding stage, the dentate granules,
form a competitive network for producing an orthogonal sparse coding of the
inputs.

The final stage, CA1, implements two mechanisms. First, it uses local com-
petition to produce new configural nodes based on commonly co-occurring
representations in CA3. second, via the perforant path, it integrates the sparse
recalled representations from CA3 with the full representation of the cues that
elicited this representation.

Another recent context-based model has been developed by O’Reilly and
Rudy (Rudy and O’Reilly, 2001; Frank et al., 2002). They look at contextual
fear conditioning (where an animal associates the context to an unpleasant
stimulus) and on the effects of the hippocampus on transitive inference. These
observations are used to build a model based on the idea that the hippocam-
pus encodes conjunctive representations, or new representations encoding for
a flexible set of features representing a context. This idea is quite similar in
scope to the model of Rolls above, and to our model, presented in the next
section.

Their model is a neural-network incorporating a slow-learning cortical sys-
tem with overlapping representations, and a faster-acting hippocampal sys-
tem with separated representations O’Reilly and Rudy (2001). The hippocam-
pal part utilizes sparse representations to achieve pattern separation and cre-
ate configural representations. They also view the CA3 as an autoassociator to
fill in and activate full representations of learned configurations. This model
depends heavily on its cortical interconnections.
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There are many other models with similar ideas of hippocampal function.
Some propose a different function, however. McClelland et al. (1995) pro-
poses that the function of the hippocampus is to aid in memory consolidation.
The hippocampus stores short-term memories and acts as a teacher for super-
vised learning in the neocortex. This is based on the assumption that long
term memory storage in the neocortex is best performed in small, incremental
steps, rather than as massive change.

Another different model is the model by Schmajuk and DiCarlo, as described
in (Schmajuk, 1997, p. 257). They view the hippocampus as computing an
aggregate prediction of events and of error signals. This prediction is then
used to modulate the the formation of CS-US associations and inhibits the US
output to the cerebellar areas. This role is actually closer to the role we assign
to the OFC than to the hippocampus in our model.

5.1.2 Context

Our view of the hippocampus is as a part of the system for emotional encod-
ing. We believe that it’s role is that it encodes context. Context is a feature that
is often taken for granted by workers in learning theory. It is frequently de-
fined in the negative, as any stimuli that is not directly involved in the present
experiment, stimuli that somehow encode the entire situation, rather than in-
dividual features (Mackintosh, 1983), or as stimuli that are not being manipu-
lated by the experimenter (Donahue and Palmer, 1994).

It is of course trivially true that it is the stimuli that are present that encodes
context. The question becomes whether it is all stimuli (attended as well as
non-attended), the stimuli that are not part of the experiment itself, or even
only a (potentially) small subset of these stimuli that is used to encode contex-
tual information. In the limiting case, only one stimulus may be involved in
contextual discrimination, as seems to be the case for occasion setting (Schma-
juk et al., 1998). Rolls and Treves (1998) view context as a collection of stimuli
that helps activate an auto-association network that forms the core of the hip-
pocampus.

How does the context view of the hippocampus relate to the function of the
hippocampus as a memory facilitator or as a cognitive map? We believe that
these views really describe the same functionality, but utilized differently in
separate areas of the brain. Memory facilitation seems largely to just be the
representation of contextual stimuli. Donahue and Palmer (1994) suggests
that working memory and context share the same mechanisms in at least some
tasks, such as matching-to-sample.
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Figure 5.1: A model of contextual processing. ‘Mem’ is context dependent
memory; ‘Match’ is the matching between present and recalled stimuli from
‘Mem’; ‘Bind’ binds stimuli and locations; and ‘Context’ builds the contex-
tual representation.

It is clear that the place representation of O’Keefe and Nadel (1978); Rolls and
Treves (1998) does not preclude its use as context. Less obvious is that this
means that the stimuli are likely to enter the hippocampus sequentially. This
is due to the attentional system that is able to focus on only one thing at a time
– if nothing else, when visual stimuli are spread around the area, the animal
needs to move its gaze to take in each stimulus. This does bring the benefit of
partially solving the binding problem; as only one object is focused at any one
time, it is trivial to determine the position of each object. As only one object
or feature is attended to at a time, all stimuli associated with that particular
object, and only those stimuli, are received at a given time.

5.1.3 The Hippocampal Model

For this model, we have attempted to bring together some computational as-
pects of the hippocampus. This is not an attempt at a physiological model,
but a model implementing the functionality we believe the hippocampus is
responsible for.
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As seen in figure 5.1, there are four main components of the hippocampus
module that each relates to different aspects of hippocampal processing. The
Bind subsystems is responsible for the binding of simultaneously presented
stimuli. The Mem system acts as a context dependent memory that can gen-
erate predictions about stimuli that should appear in a certain context. The
Match system compares actual stimuli to expectations fetched from the Mem
system and signals potential mismatches. Finally, the Context system com-
bines stimuli bound together in the Bind system to generate a contextual code
that can be used by the amygdala and the orbitofrontal cortex.

The Bind is used to construct configurational stimuli that are subsequently
used by the other modules. This aspect of the model is assumed to reflect
the role of hippocampus in configurational conditioning (Eichenbaum and
Buckingham, 1990). The Bind system is also an essential role of the context
recognition system in Context. This part of the model parallels the role of the
hippocampus in contextual conditioning as well as conditioning to spatial lo-
cation. A context, in our view, can be either an abstract sequence of stimuli
or a place defined by a number of stimuli at different locations around the
animal. The system Mem stores expectations of the stimuli at different loca-
tions. This is a crude model of the role in hippocampus in episodic memory.
In the current system, the prime role of these expectations are to be matched
to the actual stimuli that the complete model receives, thus modeling the role
of hippocampus in orienting to novel stimuli (O’Keefe and Nadel, 1978; Gray,
1995). This function includes the resetting of the contextual code and the ini-
tiation for a search for a new context representation that matches the current
sequence of stimulus inputs (Carpenter and Grossberg, 1986). As input, we
have a vector of stimulus inputs S and location inputs L, with the combined
input vector as X.

The Bind system is essentially an ART network that forms categories of each
stimulus-location combination (Carpenter and Grossberg, 1986). Unlike the
ART network, however, each Bind representation stays active until it is reset
by a mismatch in the Match system. As a result, a sequence of stimuli will
lead to a whole set of Bind representation becoming active. The Bind module
uses B, a set of binding nodes, and W, a vector of connection weights from the
input to the nodes B.

The euclidean distance from the input to the existing bind nodes is calculated,
and the node with the best match is selected:

Di = d(Wi ,X),

b = min
i

Di
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If Db≤ 0.5, the best node is judged to be close enough, and is activated (Bb = 1).
If, on the other hand, Db > 0.5, none of the binding nodes match well, and a
new node is created:

Wnew = X,and

Bnew = 1

The Match module matches the incoming stimuli Swith the stimulus memory
Mc,l (from the Mem module) for context c at location l . This is expressed as a
’novelty’ value N:

N = ∑
i

[Mc,l ,i −Si ]
+

This implies that a novel situation arises when an expected stimulus fails to
be present at a particular location. Note that the mere appearance of a new
stimulus is not considered novel in this sense; instead, a new binding node is
created in the Bind subsystem.

If N > 0, the current context is wrong, so we reset all context nodes and old
bind nodes and create a new context node if needed:

C0..i = 0,and

Bi =
{

1 if i = new,
0 otherwise

We thus keep the the most recently activated bind node active.

If we created a new binding node in Bind, we now create a new context repre-
sentation U :

Unew = B
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Uc is the activation pattern of the active binding nodes for context c. If no
expected stimulus was missing, on the other hand, we instead update the cur-
rent context representation:

Uc,i = max(Bi ,Uc,i)

The context representations and bind nodes are used to form the context cat-
egories (Balkenius and Morén, 2000a). The context categories in Context are
asymmetric in the sense that a context can be activated completely by single
stimuli, but its activity depends on how well the input from Bind matches the
learned context template. In contrast to the original context model proposed in
(Balkenius and Morén, 2000a), the output of the current model is constrained
to be between 0 and 1 by normalizing the output from Context with regard to
the maximum context:

Ci = (BiUi)/max
i

(Ci)

Each new combination of context, stimulus and location is stored in Mem in
such a way that it can be recalled and matched against the input to the model:

Mc,l = S

When there is a mismatch, the Match system will reset the representations in
Bind and Context which will temporarily shut off the output from the hip-
pocampus until a new stimulus enters the model again and it begins to code
for a new context.

This hippocampal model is clearly more abstract in nature than other, more
neurologically oriented models, like Rolls and Treves (1998). Once the role of
the Hippocampus in context generation has become clearer, this model is a
good candidate for replacement with a more complete model with both the
neurological underpinnings, as well as the expected functionality.

An Example

In figure 5.2 we have a small contextual experiment to demonstrate the hip-
pocampal model in operation. In each phase either of two stimuli A or B is
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Figure 5.2: A test of hippocampal function. From top to bottom, we have
two stimuli, two locations, the bind nodes, the context signals, the novelty
signal and the bind signal. For each of the five phases, we can at the top see
the current context and the contents of the two locations.

presented to the left or to the right, as seen at the top – of course, the terms
‘left’ and ‘right’ are used just for convenience; they are two arbitrary but dif-
ferent positions. Below, we have the stimulus signals, the location signals, the
binding nodes and the context nodes, respectively. At the bottom it is depicted
when an event is considered novel, and when a new binding node should be
recruited.

This model does not model attentional processes. It is passive and relies on
outside processes to direct attention within the environment. For our simula-
tions, it means we actively signal where we are directing the attention at any
one time.

This experiment is run in five phases. First, we present stimulus A to the
left, then stimulus B to the right and repeat five times. Of course, this can
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with equal validity be interpreted as the animal looking to the left and right
repeatedly, with the stimuli staying fixed at their respective positions. When
we first present stimulus A, a bind node (B0) is recruited, and a context CX0
is created and activated. When B appears at the right, another bind node is
recruited, as the mismatch between the representation of B to the right and A
to the left is too great. No new context is created, however, as the event is not
considered novel in the sense that there is a mismatch between expectations
and observations.

In the second phase, we suddenly present B at both positions, replacing stim-
ulus A to the left. This triggers the creation of a new bind node B2 (no current
node is similar enough), and will also produce a mismatch between the expec-
tation of A to the left and finding B in that location. This results in the creation
of a new context CX1. This new context is at full strength, as it matches the
contents at both the left and right positions, while the old context CX0 is at
half strength, as it matches B to the right (binding node B1 is activated), but
not B to the left (binding node B0 is not active).

We switch back to the original configuration with A to the left and B to the
right. The new binding node B2, representing B to the left, is deactivated,
and the original binding node B0 is reactivated. A mismatch is triggered, as
seen in the ’Nov’ row, but no new binding node is needed, so no new context
is created. Instead, the first context CX0 is again activated. Repeating the
second phase again in the fourth phase shows the same result as for the third:
the relevant binding nodes are activated, and we switch to the second context.

In the fifth and final phase, we show stimulus B to the left (which we already
have had in phase two and four), and A to the right (which is a new situation).
As with previous phases, we generate a novelty signal, but this time, we also
generate a new bind node, as there is no existing node that encodes A being
on the right. As we have both a novel situation and have created a new bind
node, we also create a new context CX2, which represents this situation and
becomes the most activated one. CX1, matching B on the left, but not A on the
right, becomes partially activated, and CX0, which represents the reverse of
the current stimulus-location pattern, does not become activated at all.

5.2 A Complete Model

Now we add the hippocampal model to the amygdala-orbitofrontal system
we have been developing in chapter 4.
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Figure 5.3: Schematic depiction of the complete model. There are three main
components of the model, labeled ‘hippocampus’, ‘amygdala’ and ‘OFC’.
Details of each component are not depicted for clarity.

There are three major pieces to this model (figure 5.3). First, the hippocam-
pus, that is responsible for generating location dependent stimuli and con-
texts. Next, the amygdala, that learns lasting emotional associations. Lastly,
the orbitofrontal Cortex (OFC), that learns to inhibit emotional reactions in a
context dependent way when appropriate.

5.2.1 The Amygdala

As we’ve been discussing in earlier chapters, the amygdala is designed to
learn emotional associations. It is not used to inhibit any associations - that is
the job of the OFC. This has support from neurological literature; once learned,
an emotional reaction is very resistant to extinction in general. An extreme ex-
ample of this is phobias, that are extinguished only with difficulty, and persists
in reappearing even after treatment.

There are several inputs to the amygdala. Unlocalized stimuli are coming
straight from the sensory areas. Localized, unexpected stimuli bound to a
given place enter from the hippocampus. These stimuli are treated the same
way in the amygdala. There is also a scalar reinforcer, used for the actual
conditioning.
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Outputs from the amygdala are the conditioned signals to the OFC, and the
emotional conditioning. The OFC uses the conditioned signals to determine
whether to inhibit the amygdaloid output, and sends an inhibitory signal to
the amygdala.

The stimulus input to the amygdala consists of the stimuli CS and the bind
node outputs from the hippocampus. These are concatenated into one stim-
ulus vector S. The bind node outputs are thus treated as just another kind
of stimuli. The bind input is an addition to the original model in chapter 4.
Due to the nature of this model, the actual input is not the bind signals them-
selves, as the model is not designed to handle continuous signals. Instead it is
the change in bind input strength – in practice, it signals a bind node activa-
tion with a one-step stimulus spike. An additional input signal is the scalar R
representing the reinforcer.

The output E of the amygdala is calculated identically to chapter 4:

E = [
S

∑
i=0

Ai −Eo]+,

Ai = SiVi

where V is the connection weight vector, and Eo is the inhibitory signal from
the OFC.

The connection weights are updated as:

δVi = αSi,t−1[R−∑
i

Ai,t−1]+

It is a standard associative learning rule in the manner of Rescorla-Wagner
(Rescorla and Wagner, 1972), analogous to the Delta rule (Widrow and Hoff,
1988). The crucial difference is of course that the weight is allowed to only
increase, never to decrease. This is quite deliberate; the amygdala should
keep all learned associations indefinitely, while the OFC handles context-
dependent inhibition when necessary.
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5.2.2 The Orbitofrontal Cortex

The orbitofrontal cortex’ role is to inhibit other areas in response to chang-
ing situations. In contrast to the amygdala, these learned inhibitions can be
learned as well as extinguished. Also, again in contrast to chapter 4, these
inhibitions are context dependent.

The OFC receives two new inputs as compared to the version in chapter 4,
and a new subsystem to integrate contextual and stimulus information. The
OFC receives the same inputs the amygdala system does – CS, Bind nodes
and R– and also a context representation CON from the hippocampus and the
intended output A from the amygdala.

As for the amygdala model, the CS and Bind node inputs are concatenated
into one vector S. This vector is multiplied with the context vector CON to
create an input matrix T:

T =
S

∑
i=0

CON
∑
j=0

SiCON j

Thus there will be one T node for every combination of Sand CON nodes.

The output Eo of the OFC is calculated the same as for the amygdala:

Eo =
T

∑
i=0

Oi ,

Oi = TiWi

with W being the connection weights for T.

The learning mechanism is almost the same as for the amygdala, the difference
being that it is not constrained to only increase:

δWi = βTi,t−1Ro
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The reward function is different however:

Ro =
{

[∑i Ai −R]+−∑i Oi if R 6= 0,
[∑i Ai −∑i Oi ]

+ otherwise

The function looks the way it does simply because when there is no reinforcer,
there is no reason to lower the inhibition for the stimulus even if the inhibition
is stronger than it needs to be – it is quite probably already set at the proper
level for inhibition in an already encountered situation that may well occur
again.

5.2.3 Connections

As seen in picture 5.3, the model is composed of three heavily interconnected
components. While each component does something minimally useful by it-
self, it is the interconnections that make it work like an integrated whole.

The hippocampus creates two kinds of outputs: Bound stimuli that fire when-
ever a given stimuli first shows up in a given place, and a context, used by the
OFC for context-dependent inhibition.

The amygdala uses stimuli and the primary reinforcer to persistently learn
emotional associations. It creates an emotional value that may be partially or
totally inhibited by the OFC before exiting the model. It also sends a vector of
the current emotional outputs to OFC.

The OFC binds together the stimuli (both bound and unbound) with the cur-
rent context. It then compares the suggested output of the amygdala with the
current reinforcer and inhibits as needed, using the context-dependent stim-
uli.

5.3 Simulations

In this section we present the results of a number of conditioning experiments
simulated in the model. They are divided into four sections, according to the
type of learning they represent.
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There are two reasons to run simulations of experiments in this manner. First,
well-known experiments are a good way to test any conditioning model, as
the results are known. Second, and more importantly, it gives researchers a
way of directly comparing their models with real animal data – and not only
because we know what the animals did, but also because there are a lot of
data and theories that explain why a given experiment works, and this can be
compared to the inner workings of the model itself.

5.3.1 Basic Conditioning

These are a few experiments that are so basal to any conditioning model that
serve mostly as tests to see whether the model works at all. Almost all of the
more complex experiments make use of the mechanisms tested by these.

The first test of any conditioning model is basic acquisition and extinction.
Our model manages this identically to the simulation in the preceding chap-
ter. It also models reacquisition, where reconditioning to a previously condi-
tioned, but extinguished, stimulus is faster than the original acquisition (see
the previous chapter for details).

The model also handles blocking and inhibition in the same way as the pre-
vious model (see chapter 4). These protocols are not dependent on contextual
effects or binding and thus run unchanged.

5.3.2 Discrimination

Here we test the ability to discriminate between similar or dissimilar stimuli
in response to a reinforcer. As we saw in chapter 4, the model can do a simple
discrimination learning protocol, where ‘similar’ stimuli are represented as
collections of stimulus components with some components identical for both
stimuli. The model was not able to handle positive and negative patterning.

Negative Patterning

Referred to as the XOR problem in connectionist literature, negative pattern-
ing is dependent on inhibition as an active process, as well as the ability to
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Figure 5.4: A negative patterning experiment. From top to bottom we have
CS0 and CS1; Location 0 and 1; the reinforcer Rew; the output E; bind nodes
B0 to B2; and Context 0. As seen in the output E, the model is able to learn
to react to either stimulus, but not both together.

discriminate between stimuli. The idea is to learn that either of two stimuli is
beneficial, whereas both taken together is not:

Condition:
CS0 + US
CS1 + US
CS0 & CS1

Test:
CS0 → CR
CS1 → CR
CS0 & CS1 → no-CR

This is quite a bit harder to learn than it might seem; CS0 and CS1 both predict
a reinforcer, thus both together should, if anything, predict an even greater
one. This implies that any mechanism by which a system is able to learn this
experiment must necessarily be more complex than a simple collection of iso-
lated nodes with excitatory or inhibitory connections.



5.3. SIMULATIONS 127

The model handles this well. By being able to discriminate between a sin-
gle stimulus and the compound of both stimuli it will gradually completely
inhibit the combination as represented by the bind representation of the stim-
ulus compound, while allowing a full reaction to either stimulus alone.

As we can see in figure 5.4, it is not the context that enables the model to
handle this protocol. Instead, it is the binding nodes that combines stimuli
with a place that allows this function. The bind node B2 is only activated
when both stimuli are active, and it is the inhibition in the OFC connected to
this bind node that inhibits the expression of a reaction to the combination,
while allowing either stimulus to be conditioned by itself.

This is an example of configural learning from (Rudy and Sutherland, 1995;
Bellingham et al., 1985), as discussed in (Rolls and Treves, 1998, p, 119), where
it was hypothesized that the hippocampus is necessary for these kinds of dis-
criminatory learning. For this model this is indeed the case.

Positive Patterning

Positive patterning is the flip side of negative patterning above. The subjects
learn that while either of two stimuli do not predict a reinforcer, both together
do:

Condition:
CS0 + US
CS1 + US
CS0 & CS1

Test:
CS0 → no-CR
CS1 → no-CR
CS0 & CS1 → CR

In practice, animals will respond weakly to the single stimuli even after exten-
sive training.

This is the same protocol we ran in the previous chapter and showed how
that version of the model could not handle these kinds of protocols. As seen
in figure 5.5, the model manages to react much stronger to the combination
of both stimuli than to either stimuli alone. Compare this with figure 4.9 on
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Figure 5.5: Positive patterning. From top to bottom we have CS0 and CS1;
Location 0 and 1; the reinforcer Rew; the output E; bind nodes B0 to B2; and
Context 0. The model is able to learn to react strongly to both stimuli, and
weakly to either alone.

page 104. Note also that the model is not able to completely extinguish the
reaction to a lone stimulus. This is in line with behavioral data, though we do
not suggest that the mechanism responsible is the same.

Feature Discrimination

Simultaneous feature-positive discrimination (SFPD) and simultaneous
feature-negative discrimination (SFND) are the simultaneous versions of pos-
itive and negative occasion setting, respectively (Schmajuk et al., 1998). As
such, they are not as interesting as occasion setting proper (see chapter 3).
SFPD has a simple protocol. Alternate between conditioning two stimuli, and
non-conditioning of one of them:

Condition:
CS0 &CS1 & + US
CS1
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Figure 5.6: Simultaneous feature positive discrimination. From top to bot-
tom we have CS0 and CS1; Location 0; the reinforcer Rew; the output E;
bind nodes B0 to B2; and Context CON0 to CON2. We see that it manages to
discriminate between the presence and absence of CS2.

Test:
CS1 → no-CR
CS0 → CR
CS0 & CS1 → CR

The animal will learn to react to to CS0 but not to CS1. The model also handles
this, with greatest reaction to the compound stimuli, somewhat less to CS0
alone, and very little to CS1. The discrepancy between the compound stimuli
and the single CS0 is due to the single stimuli not matching the conditioning
context as well as the original compound.

The protocol for simultaneous feature-negative discrimination is identical to
that of conditioned inhibition, unlike the serial version that is an example of
occasion setting.
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Figure 5.7: Contextual disinhibition. From the top we have CS0; LOC0 and
1; the reinforcer Rew and output E; Bind nodes B0 to B3; and context CON0
and CON1. CS0 is displayed at location LOC0, alternated with displays of
no CS at LOC1. After conditioning and extinction, CS0 is moved to LOC1,
which results in a disinhibition effect.

5.3.3 Context Effects

Context effects are those where the situation around the system becomes a
factor in learning. Factors like the location of the stimulus or the location in
which the experiment takes place become important.

Contextual Disinhibition

Contextual disinhibition occurs when a stimulus that is inhibited in one con-
text loses its inhibition elsewhere (Schmajuk et al., 1998). It is a basic test of
context-dependent inhibition.

the protocol:



5.3. SIMULATIONS 131

Condition CS0 in context 1:
CX1: CS0 + US

Extinction:
CX1: CS0

Move to context 2:
CX2: CS0 → CR

Thus, the inhibition of CS0 is local to the context at which it is inhibited. The
conditioning, on the other hand, is intact over all contexts. The protocol is
shown simulated in figure 5.7. We reinforce CS0 at location LOC0, and alter-
nate viewing that location with viewing the empty location at LOC1. Then we
inhibit CS0 while still alternating the view of LOC0 and LOC1 (We could get
the same result by just viewing LOC1 once). Then we move CS0 to LOC1, and
view LOC0 and LOC1 as before. We get disinhibition. Unlike the patterning
protocols above, this is a full context effect.

Disinhibition by Novel Stimulus

Disinhibition by novel stimulus is another experiment where inhibition is sup-
pressed. This effect is achieved by presenting a novel stimulus for the animal
to react to. It is similar to contextual disinhibition, but instead of changing
the context, we change the stimuli present in the same context. We alternate
the acquisition and extinction of CS0 at LOC0 with presentations of CS1 at
LOC1. When CS0 is extinguished, we remove CS1 and replace it with CS2 at
the same location, and continue to alternate between LOC0 and LOC1. The
result is disinhibition of CS0.

As we see in figure 5.8, the model treats this protocol in the same way as
contextual disinhibition. The appearance of a new stimulus CS2 in place of
CS1 signals the creation of another bind node and a new context.

In animal experiment terms, contextual disinhibition would be moving the
animal to a different experimental cage, while disinhibition by a novel stim-
ulus would be presenting a novel stimulus in the original cage. Also, in con-
trast to contextual disinhibition, disinhibition by novel stimulus is a transient
phenomenon; the animal will quickly generalize the inhibition to the changed
surroundings.
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Figure 5.8: Disinhibition by novel stimulus. From the top we have CS0 to
CS2; LOC0 and LOC1; the reinforcer Rew and output E; Bind nodes B0 to B2;
and context CON0 and CON1. We alternate conditioning and extinction of
CS0 at LOC0 with presentation of CS1 at LOC1. After extinction, we replace
CS1 with CS2 at the same position and get disinhibition of CS0.

5.4 Discussion

As seen in this chapter, the integrated model has several very promising fea-
tures: it handles most conditioning experiments, except for timing effects; it
integrates context processing and conditioning; and it serves as a computa-
tional model for for interactions between the amygdala, the orbitofrontal cor-
tex and the hippocampus.

The model takes inputs that are more realistic in nature than is usually the
case. It needs stimuli and a simultaneous place representation, making it suit-
able for adding an attentional model. As it generates its contexts internally,
it needs no externally imposed context representation. This makes the model
suitable for implementation in a real-world setting such as a robot, as a stim-
ulus collection and place signal are a good fit for the kind of data such a plat-
form can provide.
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The full model still has the limitation of only having one output, and of not
being able to selectively inhibit responses on a stimulus level. the single most
limiting factor, however is its inability to handle timing factors. All stimuli
are a single timestep long, and must precede the US by a single timestep. This
makes it impossible to run trace conditioning or any other timing-dependent
protocols. The reason for the lack of this ability is that we have not yet focused
on these aspects of learning. Further discussion on this will appear in the next
chapter.
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Chapter 6

Conclusion

In the last two chapters, we have looked at our model in detail. Now we will
take a look at how this model would fit in from a systems level perspective.
We will also summarize some of the results presented in earlier chapters and
briefly discuss the model in light of these results.

As we saw in chapter 3 (page 78), the two-process model of instrumental con-
ditioning proposed by Mowrer (1973) is based on the interaction of two dis-
tinct learning systems. There is an evaluation system, implemented as a clas-
sical conditioning system, and an action system implemented as an instru-
mental conditioning system. An alternative formulation of this idea within
the realm of machine learning is the actor-critic framework proposed by Barto
et al. (1983).

This is a general architectural structure that is applicable for any instrumental
learning system. We view the amygdalo-orbitofrontal system as an evaluation
system for several weakly interacting learning systems in the brain.

One such learning system is the amygdala and orbitofrontal cortices together
with the basal ganglia as a system for motor reactions to emotionally signif-
icant stimuli. For this system, the amygdala model described here would be
the classical conditioning module, and the basal ganglia would do instrumen-
tal conditioning based on the evaluation generated by the amygdala model.

The system is slightly different from the canonical two-process model dis-
cussed in chapter 3. As the OFC is inhibitory for both the amygdala and the
basal ganglia, it has been broken out and added as a third module in figure
6.1.

135
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Figure 6.1: The amygdalo-hippocampal system and the basal ganglia as
parts of a two-process model of conditioning. The figure is similar to the
figure on page 78, but altered to illustrate the specific situation for the
amygdalo-hippocampal system and the basal ganglia.

The connection between the OFC and the basal ganglia has been described
in Fuster (1997), where he reports that among the many projections from the
prefrontal cortex to the basal ganglia is a projection from the orbitofrontal cor-
tex to the caudate. He also cites a number of other connections between the
prefrontal cortex and various areas of the basal ganglia; it is less clear which
prefrontal areas are involved in these connections, however.

What does this additional path mean? A speculative answer is that the role of
the OFC for this connection is the same as for its connection to the amygdala:
to inhibit emotional reactions in a context-dependent manner. This idea ties
in with the work of Poremba and Gabriel (1999), that show that the amygdala
is involved in the formation but not expression of responses to emotionally
charged stimuli. Evidence discussed in section 2.1.1 supports this view. This
is also consistent with the two-process architecture we have mapped the sys-
tem on. If the OFC is to inhibit these responses, it needs both to inhibit the
amygdala directly, to stop it from inducing conditioning to the stimulus, and
inhibit the basal ganglia operation so the now undesired reaction is never ex-
pressed.
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Whole -OFC -Hipp -OFC, Hipp
Delay Conditioning + + + +
Reacquisition + - + -
Extinction + - + -
Blocking + + + +
Conditioned Inhibition + - + -
Spontaneous Recovery +- - - -
Discrimination + - + -
Positive Patterning + + - -
Negative Patterning + - - -
Contextual Disinhibition + - - -
Feature Discrimination +- - +- -

Table 6.1: Running the model with ‘lesions’ of the main areas. Whole: the
entire model is functioning; -OFC: the OFC is disabled; -Hipp: the hip-
pocampus model is disabled (effectively the same result as when running
the model in chapter 4); -OFC, Hipp: the model with only the amygdaloid
part active. We do not show results for when disabling the amygdala, as the
model would generate a zero response for all cases.

6.1 Review

In previous chapters, we have presented a model of emotional conditioning,
and tested it with various conditioning protocols. We have also discussed
other models of conditioning and context that share some of the goals or tech-
niques of this one. Here we take a look at some of the results of these simula-
tion experiments and summarize these results.

6.1.1 Lesions

With a model composed of semi-independent functional units comes the pos-
sibility of doing ‘lesioning’ experiments, vaguely analogous to studies being
done in animal experiments. By selectively disabling parts of the model, we
can gain some further understanding of the functional mechanisms by which
it operates. This can also be a further way to assess how well the model ac-
counts for the physiological mechanisms we are trying to simulate. At this
stage, we do not presume that our model is in fact so detailed as to accurately
exhibit the behavioral changes that the real lesions produce, but we feel it may
nevertheless be instructive to see the results. The protocols were described on
page 49 onwards.
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Delay conditioning is the simplest, most paradigmatic of the conditioning pro-
tocols. This functionality rests entirely within the amygdala module of the
model, and so is unaffected by the lesions in table 6.1. Equally simple in this
respect is blocking. It rests on the ability of the model to assign credit pro-
portion to the predictive value of any one stimulus, an ability that again rests
within the amygdala module. Note, however, that partial impairment of clas-
sical delay conditioning has been found in hippocampus-lesioned rats; see cf.
Bonardi (2001) for details.

Conditioned inhibition is typical for the simple protocols using inhibition.
When we remove the OFC, there is no longer any inhibitory control of the
system, so of course, no conditioned inhibition can be learned. The presence
of absence of a hippocampal system does not affect the protocol.

For discrimination, there seems to be a partial effect when running one cy-
cle without the OFC. This effect is entirely due to the non-reinforcement of
the unique component of the second stimulus group, however, and is not in-
dicative of real discrimination behavior. Schoenbaum et al. (2002) has found
this pattern in a different discrimination task. They found that rats could ac-
quire odor discrimination in a go, no-go task but could not learn reversal of
the task. Our model does do this for the ‘wrong’ reasons however, so this
similarity should probably not be taken too seriously.

In physiological studies, this effect is well known. As we saw in chapter 2, Shi-
mamura (1995) and Kolb and Whishaw (1990) show that patients with damage
in this area show difficulty in adapting to changing criteria in the Wisconsin
card-sorting test. Gallagher et al. (1999) describe a set of experiments on rats
that were subject to lesions in the OFC. The rats were trained to associate a
visual stimulus (a light) to food, after which they were lesioned. The food was
then associated with an aversive stimulus, and then they were tested with
the visual stimulus. The rats had retained the CS-food association, and had
learned the aversive association between the food and the aversive stimulus,
but the lesioned rats still reacted positively to the visual stimulus. The OFC
lesioned rats were thus unable to extinguish the positive emotional reaction
to the visual stimulus, while the control group could do so.

Positive and negative patterning give different results in lesioning simula-
tions. While positive patterning needs only a context to function, negative
patterning needs both a context system and an inhibitory system. The task in
both protocols is to distinguish the presence of either stimulus alone and the
presence of both stimuli simultaneously. This accounts for the necessity of a
context generation system. Negative patterning also needs active inhibition to
produce the correct response for these contexts, however, which explains the
additional need for an inhibitory system – and is also what makes this protocol
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computationally strictly harder than positive patterning (see Hassoun (1995)).
Gisquet-Verrier and Massioui (1997) show that rats with hippocampal lesions
are indeed unable to learn positive patterning, or to retained the previously
learned protocol.

Simultaneous feature positive discrimination needs both the OFC and the hip-
pocampus to function. Without a hippocampal system, the alternately rein-
forced stimulus will elicit a response when testing the conditioning. With-
out an OFC, the alternately reinforced stimulus will not be suppressed during
training. Compare with figure 5.6 on page 129 of the model without lesions,
where CS1 is suppressed during training, and elicits almost no response when
tested.

6.1.2 A Comparison of Models

In previous chapters we have presented a number of conditioning experi-
ments. We have also discussed various models intended to model these ex-
periments in a more or less biological manner. These models where not cho-
sen necessarily to be ‘state of the art’, but to represent common approaches to
modeling classical conditioning.

We have run several simulations on both our model and on other conditioning
models. Here we summarize these simulations and briefly discuss the results.
A more in-depth discussion of the results for the other models can be found
in chapter 3 on page 61 and in (Balkenius and Morén, 1998a).

All models tend to handle basic conditioning protocols quite well. This should
of course not come as a surprise; these protocols test the basis of conditioning,
and a model that could not handle them is going to be crippled when attempt-
ing to model more complex phenomena. It’s worth noting that all models
can handle conditioned inhibition; this is commonly seen as a good test of a
model’s abilities.

Timing Effects

The other models can all handle various timing related effects to some degree.
All of the protocols in that section of table 6.2 are dependent on the ability to
handle trace conditioning, ie. the form of conditioning where there is a gap
between the offset of the CS and the onset of the US. Our model is not able
to handle this effect, and thus not any of the other timing dependent effects
either.
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SB TD Klopf Balk SD BM
basic conditioning
Delay Conditioning - + +- + + +
S-shaped Acquisition - - + + - -
Reacquisition - - +- - + +
Extinction + + + + + +
Blocking + + + + + +
Conditioned Inhibition + + + + + +
Discrimination + + + + + +
timing dependent
Trace Conditioning + + + + + -
ISI Curve - + +- +- + -
Secondary Conditioning +- +- + + +- -
Facilitation + + + + + -
Spontaneous Recovery - - - - - +-
context dependent
Positive Patterning ? ? - - +- +
Negative Patterning - - - - +- +
Contextual Disinhibition - - - - - +
Feature Discrimination - - - - +- +-

Table 6.2: A summary of experiments and models talked about in this thesis.
SB - the Sutton-Barto model; TD - the Temporal Difference model; Klopf - the
Klopf model; Balk - the Balkenius model; SD - the Schmajuk-DiCarlo model;
and BM - the Balkenius-Morén model (discussed in chapters 4 and 5).

An interesting exception is the Schmajuk-DiCarlo (SD) model (Schmajuk and
DiCarlo, 1992). It can handle secondary conditioning (see page 53) only when
CS1 and CS2 are paired simultaneously, but not when they are paired in se-
quence. This was discussed further on page 74.

What are we giving up at this time due to the lack of timing constraints? First,
no learning protocols involving delay or trace conditioning will work. The
same goes for secondary conditioning and higher-order reinforcement. In
general, anything that depends on sequential, rather than simultaneous, pre-
sentation of stimuli will fail with this model.

There is of course no lack of models that can handle timing constraint to a
greater or lesser extent (see Schmajuk (1997) for an overview; Sutton and Barto
(1998) has a different perspective on the issue). This aspect has not been the
focus of our work on this model. Instead, we have been aiming at having
the larger-scale structure become a reasonable model of some of the interac-
tions between the corresponding brain areas. When we feel that the structure
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works, we can turn our attention to better, more complete models of learning
within each module.

There is of course nothing that intrinsically prevents us from adding timing
effects to the present model. Indeed, with care, one could choose any of the
techniques used by the other models - delay nodes, trace or temporal differ-
ence measurement - and add to this model without losing the other features
of the model.

Spontaneous Recovery

Spontaneous recovery is marked as a maybe (’+-’) for our model. This is due
to a question over what spontaneous recovery really is. Our belief is that it
is a contextual effect, in that new context representations are created during
the passing of time between the last trial and the test. It is possible that even
the passing of time in itself may create new context representations (a given
place in the morning is different than the same place in the afternoon). These
new representations – reflecting the changed circumstances and experiences
of the system since the last trial – will influence the representation the next
time it is placed in the learning environment. An argument in favor of this
interpretation is that contextual disinhibition and disinhibition by novel stim-
ulus (Schmajuk et al., 1998) exhibits a similar effect by changing the context in
various ways.

On the other hand, spontaneous recovery may be an effect simply of time
passing, for one reason or another. This could be a side effect of consolidating
memory from short-term memory systems into long-term systems, or it could
be a time-dependent extinction of recently learned inhibitory connections; this
view is partly supported in our model, as it sees acquisition as a far more
permanent learning event than the context-dependent inhibition.

If we accept spontaneous recovery to be a contextual effect, our model sup-
ports the protocol. If it is a timing effect, it does not. Of course, the effect
could be due to a combination of these and other factors, in which case we
would get a partial effect.

Context Effects

For the context dependent protocols, the situation is reversed as compared to
the timing dependent effects above. Our model – having explicit functional-
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ity for handling context – performs quite well, while the other models tested
largely lack this ability. The critical feature needed is the ability to allow one
stimulus to modulate the reaction to another one. This is possible to add to
these models just as timing effects can be added to ours.

No model can handle all forms of feature discrimination. Though all can han-
dle simultaneous feature-negative discrimination, this is only due to its pro-
tocol being identical to conditioned inhibition. Our model and the SD model
handles simultaneous feature-positive discrimination. Though the SD model
does handle the serial versions in some respects, they can not pass the tests
for determining whether the conditioning has resulted in occasion setting.

We have not run positive patterning protocols on the SB and TD models; thus
the results for this protocol is unknown.

6.1.3 Future Research

This thesis has presented a model of emotional conditioning in the amygdala.
This model is not complete in any way, but is rather a testbed for modeling
neural structures at this level of detail. As a functional model, it has several
good properties.

From a physiological standpoint, it shows that the connections found between
the included areas do support the kind of functionality that has been inferred
for them. Also, the ‘lesions’ performed on the model in some aspects match
the results from animal studies and clinical observations. As a computational
model of conditioning, it handles several conditioning protocols (excepting
timing-related effects) and shows how the needed functionality can be dis-
tributed in the model, rather than attempting to add it all into one learning
module.

Most of all, the model shows the feasibility of making a computational model
at this level of detail, guided by both neurophysiology and by behavioral data.

There are a number of design changes and extensions that can improve this
model:

Timing is crucial for modeling of many conditioning effects. This has been
discussed earlier in this chapter.

A thalamic module was discussed in chapter 4 on page 108. This connection
is important as an early pathway to the emotional system from the sensory
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areas, and in earlier versions of this model we have attempted to include a
simple thalamic module. While the presence of this module did give us some
effects seen in animal studies, the module itself was too nonfunctional to make
even a vague representation of this functionality and we decided in the end to
remove it until we can do a better model of this area.

Larger scale networks in the model are necessary to be able to handle more
complex environments. The model needs to be able to scale up for several
hundred stimuli, and it needs to be able to emit more than a single scalar as
a result of conditioning. This would as a first step be done by allowing each
stimulus node to emit a signal instead of collecting them into the output. This
will demand that the inhibitory system be able to inhibit outputs selectively,
rather than everything at once. This was touched upon in chapter 4 on page
106.

That said, this model does have the critical features needed to represent the
basic functionality of the chosen areas. With the addition of the features men-
tioned above, it should be feasible to implement this in a real-world robotic
platform and thus be able to test it with real data as a part of a larger system.
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