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Abstract

This study argues how a human infant ac-
quires the ability of joint attention through
interactions with its caregiver from the view-
point of a constructive approach. This pa-
per presents a constructive model by which a
robot acquires a sensorimotor coordination for
joint attention based on visual attention and
learning with self-evaluation. Since visual at-
tention does not always correspond to joint at-
tention, the robot may have incorrect learning
situations for joint attention as well as correct
ones. However, the robot is expected to sta-
tistically lose the data of the incorrect ones
as outliers through the learning, and conse-
quently acquires the appropriate sensorimo-
tor coordination for joint attention even if the
environment is not controlled nor the care-
giver provides any task evaluation. The ex-
perimental results suggest that the proposed
model could explain the developmental mech-
anism of the infant’s joint attention because
the learning process of the robot’s joint at-
tention can be regarded as equivalent to the
developmental process of the infant’s one.

1. Introduction

A human infant acquires various and complicated
cognitive functions through interactions with its en-
vironment during the first few years. However,
the cognitive developmental process of the infant is
not completely revealed. A number of researchers
(Bremner, 1994, Elman et al., 1996, Johnson, 1997)
in cognitive science and neuroscience have attempted
to understand the infant’s development. Their be-
havioral approaches have explained the phenomena
of the infant’s development, however its mechanisms
are not clear. In contrast, constructive approaches
have potential to reveal the cognitive developmental
mechanisms of the infant. It is suggested in robotics
that the building of a human-like intelligent robot
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Figure 1: Development of infant’s joint attention

based on the insight of the infant could lead us to the
understanding of the mechanisms of the infant’s de-
velopment (Brooks et al., 1998, Asada et al., 2001).

Joint attention with a caregiver is one of the
abilities that help the infant to develop its so-
cial cognitive functions (Scaife and Bruner, 1975,
Moore and Dunham, 1995). It is defined as a pro-
cess that the infant attends to an object which the
caregiver attends to. Owing to the ability of joint
attention, the infant learns other kinds of social func-
tions, e.g. language communication, mind reading
(Baron-Cohen, 1995), and so on. On the basis of the
insight, robotics researchers have attempted to build
the mechanisms of joint attention for their robots
(Breazeal and Scassellati, 2000, Scassellati, 2002,
Kozima and Yano, 2001, Imai et al., 2001). How-
ever, their mechanisms of joint attention were
fully-developed by the designers in advance, and it
was not argued how the robot can acquire such an
ability of joint attention through interactions with
its environment.

Butterworth and Jarrett (1991) suggested that the
infant develops the ability of joint attention in three
stages: ecological, geometric, and representational
stages. In the first stage, the infant at the 6th month
has a tendency to attend to an interesting object in



its view regardless of the caregiver’s attention (see
Figure 1 (a)). At the 12th month, that is the second
stage, the infant begins to track the caregiver’s gaze
and watches the object that the caregiver attends
to (see Figure 1 (b)). However, even at this stage,
the infant exhibits the gaze following only when the
object is within the field of the infant’s view. In
the final stage, the infant at the 18th month is able
to turn around and attend to the object that the
caregiver attends to even if the object is outside the
infant’s first view (see Figure 1 (c)). The develop-
mental phenomena of the infant’s joint attention can
be explained in this way, however, its developmen-
tal mechanism has not been revealed yet. For this
problem, Fasel et al. (2002) presented a developmen-
tal model of joint attention based on a proper inter-
action of innate motivations and contingency learn-
ing. However, the validity of their model has not
been verified through the implementation to an ar-
tificial agent. Nagai et al. (2002) proposed a con-
structive model by which a robot learns joint atten-
tion through interactions with a human caregiver.
They showed that the robot can acquire the ability
of joint attention and the learning becomes more ef-
ficient owing to the developments of the robot’s and
the caregiver’s internal mechanisms. However, their
intention was not to explain the staged developmen-
tal process of the infant’s joint attention.

This paper presents a constructive model which
enables a robot to acquire the ability of joint atten-
tion without a controlled environment nor the exter-
nal task evaluation and to demonstrate the staged
developmental process of the infant’s joint attention.
The proposed model consists of the robot’s embed-
ded mechanisms: visual attention and learning with
self-evaluation. The former is to find and attend to
a salient object in the robot’s view, and the latter
is to evaluate the success of visual attention and
then learn a sensorimotor coordination. Since vi-
sual attention does not always correspond to joint
attention, the robot may have incorrect learning sit-
uations for joint attention as well as correct ones.
However, the robot is expected to statistically lose
the learning data of the incorrect ones as outliers
because the object position that the robot attends
to changes randomly and the data of the incorrect
ones has a weaker correlation between the sensor in-
put and the motor output than that of the correct
ones. As a result, the robot acquires the appropriate
sensorimotor coordination for joint attention in the
correct learning situations. It is expected that the
robot performs the staged developmental process of
the infant’s joint attention by changing the attention
mechanism from the embedded one, that it visual
attention, to the learned one, that is the acquired
sensorimotor coordination.

The rest of the paper is organized as follows. First,

how the proposed model affords the ability of joint
attention based on visual attention and learning with
self-evaluation is explained. Next, we describe the
experiment in which the validity of the proposed
model is verified. Finally, conclusion and future work
are given.

2. The development of joint atten-
tion based on visual attention and
learning with self evaluation

2.1 Basic idea

An environmental setup for joint attention is shown
in Figure 2, in which a robot with two cameras, a
human caregiver, and multiple salient objects are in-
dicated. The environment is not controlled, in other
words, the objects are at random positions in each
trial. The caregiver attends to one of the objects
(in Figure 2, it attends to the square object). The
robot receives the camera image I and the angles
of the camera head θ = [θpan, θtilt] as inputs, and
outputs the motor command to the camera head
∆θ = [∆θpan, ∆θtilt] to attend to an object. The
joint attention task in this situation is defined as a
process that the robot outputs the motor command
∆θ based on the sensor inputs I and θ, and conse-
quently attends to the same object that the caregiver
attends to.
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Figure 2: An environmental setup for joint attention be-

tween a robot and a human caregiver

For the development of joint attention, the robot
has two embedded mechanisms:

(a) visual attention: to find and attend to a salient
object in the robot’s view, and

(b) learning with self-evaluation: to evaluate the suc-
cess of visual attention and then learn a sensori-
motor coordination.

Based on the embedded mechanisms, the robot ac-
quires the ability of joint attention as follows. First,
the robot attends to the caregiver who attends to an



object. If a salient object is observed in the robot’s
view, the robot shifts its gaze direction from the care-
giver’s face to the object based on the visual atten-
tion mechanism. When visual attention succeeds,
the robot evaluates it and then learns the sensori-
motor coordination between the inputs I and θ, and
the output ∆θ based on the mechanism of learning
with self-evaluation.

Since visual attention does not always correspond
to joint attention, the robot may have two kinds of
learning situations: correct learning situations for
joint attention and incorrect ones.

• In the former case, that is when the robot attends
to the same object that the caregiver attends to,
the robot can acquire the appropriate sensorimo-
tor coordination for joint attention.

• In the latter case, that is when the robot attends
to the different object from that the caregiver at-
tends to, the robot cannot find the sensorimotor
correlation since it is supposed that the object
position that the robot attends to changes ran-
domly.

Therefore, the incorrect learning data would be ex-
pected to be statistically lost as outliers through the
learning, and the appropriate sensorimotor correla-
tion for joint attention survives in the learning mod-
ule. Furthermore, by activating the learning module,
which has already acquired the sensorimotor coordi-
nation, to attend to an object instead of the visual
attention mechanism, the robot can reduce the pro-
portion of the incorrect data and acquire more appro-
priate coordination for joint attention. Through the
above learning process, the robot acquires the ability
of joint attention without a controlled environment
nor external task evaluation.

2.2 A constructive model for joint attention

The proposed constructive model for joint attention
is shown in Figure 3. As described above, the robot
receives the camera image I and the angle of the
camera head θ as the inputs and outputs the motor
command to the camera head ∆θ. The following
modules corresponding to (a) visual attention and
(b) learning with self-evaluation constitute the pro-
posed model.

(a-1) Salient feature detector extracts distinguishing
image areas from I.

(a-2) Visual feedback controller receives the detected
image features and outputs V F ∆θ to attend to
an interesting object.

(b-1) Internal evaluator drives the learning mechanism
in the learning module when the robot attends to
the interesting object.
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Figure 3: A constructive model for joint attention based

on visual attention and self learning

(b-2) Learning module receives the image of the care-
giver’s face and θ as the inputs and outputs
LM∆θ. This module learns the sensorimotor co-
ordination when the internal evaluator triggers
it.

In addition to these modules, the proposed model
has another one to arbitrate the output of the robot.

(c) Gate makes a choice between V F ∆θ and LM∆θ,
and outputs ∆θ as the robot’s motor command.

The following sections explain these modules in de-
tail.

2.2.1 Salient feature detector

The salient feature detector extracts distinguishing
image areas in I by color, edge, motion, and face
detectors. The color, edge, and motion detectors ex-
tract the objects (i = 1, . . . , n) which have bright col-
ors, complicated textures, and motions, respectively.
Then, the salient feature detector selects the most
interesting object itrg among the extracted objects
by comparing the sum of the interests of all features.

itrg = arg max
i

(α1f
col
i + α2f

edg
i + α3f

mot
i ), (1)

where f col
i , fedg

i , and fmot
i indicate the size of the

bright color area, the complexity of the texture, and
the amount of the motion, respectively. The coeffi-
cients (α1, α2, α3) denote the degrees of the interests
of three features, that are determined according to
the robot’s characteristics and the context. At the
same time, the face detector extracts the face-like
stimuli of the caregiver. The detection of face-like
stimuli is a fundamental ability for a social agent;
therefore, it should be treated in the same manner as
the detection of the primitive features. The detected
primitive feature of the object itrg and the face-like
one of the caregiver are sent to the visual feedback
controller and the learning module, respectively.



2.2.2 Visual feedback controller

The visual feedback controller receives the detected
image feature of the object itrg and outputs the mo-
tor command V F ∆θ for the camera head to attend
to itrg. First, this controller calculates the object po-
sition (xi, yi) in the camera image. Then, the motor
command V F ∆θ is generated as

V F ∆θ =
(

V F ∆θpan
V F ∆θtilt

)
= g

(
xi − cx
yi − cy

)
, (2)

where g is a scalar gain and (cx, cy) denotes the
center position of the image. The motor command
V F ∆θ is sent to the gate as the output of the visual
feedback controller.

As described above, visual attention that is one of
the robot’s embedded mechanisms is performed by
the salient feature detector and the visual feedback
controller.

2.2.3 Internal evaluator

The other embedded mechanism that is learning with
self-evaluation is realized by the internal evaluator
and the learning module.

The internal evaluator drives the learning mecha-
nism in the learning module when the following con-
dition is met:

√
(xi − cx)2 + (yi − cy)2 < dth, (3)

where dth is a threshold for evaluating whether the
robot watches an object in the center of the camera
image or not. Note that the internal evaluator does
not know whether joint attention has succeeded or
failed but knows whether visual attention has done.

2.2.4 Learning module

The learning module consists of a three-layered neu-
ral network. In the forward processing, this mod-
ule receives the image of the caregiver’s face and the
angle of the camera head θ as inputs, and outputs
LM∆θ as a motor command. The caregiver’s face
image is required to estimate the motor command
LM∆θ to follow the caregiver’s gaze direction. The
angle of the camera head θ is utilized to move the
camera head incrementally because the caregiver’s
attention cannot be narrowed down to a particular
point along the line of the caregiver’s gaze. The gen-
erated motor command LM∆θ is sent to the gate as
the output of the learning module.

In the learning process, this module learns sen-
sorimotor coordination by back propagation when
it is triggered by the internal evaluator. As men-
tioned above, the internal evaluator drives the learn-
ing module according to the success of visual atten-
tion, not joint attention, this module has correct and

incorrect learning data for joint attention. In the
former case, the learning module can acquire the ap-
propriate correlation between the inputs, the care-
giver’s face image and θ, and the output ∆θ. On
the other hand, in the latter case, this module can-
not find the appropriate sensorimotor coordination.
However, the learning module is expected to statisti-
cally lose the incorrect data as outliers as described
in 2.1 while the learned sensorimotor coordination
of the correct data survives in the learning module.
As a result, the survived correlation in the learning
module allows the robot to realize joint attention.

2.2.5 Gate

The gate arbitrates the motor command ∆θ be-
tween V F ∆θ from the visual feedback controller and
LM∆θ from the learning module. The gate sets a
gating function to define the selecting rate of the
outputs. In the beginning of the learning, the select-
ing rate of V F ∆θ is set to a high probability because
the learning module has not acquired the appropri-
ate sensorimotor coordination for joint attention yet.
On the other hand, in the latter stage of the learning,
the output LM∆θ from the learning module, which
has acquired the sensorimotor coordination for joint
attention, becomes more probable to be selected. As
a result, the robot can increase the proportion of the
correct learning situations according to the learning
advance. It allows the learning module to acquire
more appropriate sensorimotor coordination for joint
attention.

2.3 Incremental learning

It is expected that the proposed model makes the
robot acquire the ability of joint attention through
the following incremental learning process.

stage I: In the beginning of the learning, the robot
has a tendency to attend to an interesting object
in the field of the robot’s view based on the em-
bedded mechanism of visual attention since the
gate mainly selects V F ∆θ. At the top of Fig-
ure 4, the robot outputs V F1∆θ or V F2∆θ case
by case and watches one object regardless of the
direction of the caregiver’s attention. At the same
time, the robot begins to learn the sensorimotor
coordination in each case.

stage II: In the middle stage of the learning, the
robot is able to realize joint attention owing to
the learning in stage I if the object that the care-
giver attends to is observed in the robot’s first
view. At the middle left of Figure 4, the learning
module has acquired the sensorimotor coordina-
tion of LM1∆θ because only that of V F1∆θ had
the correlation in stage I.
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Figure 4: The incremental learning process of joint atten-

tion. The robot acquires the sensorimotor coordination

of LM1∆� and LM3∆�.

At the middle right of Figure 4, if the object that
the caregiver attends to is out of the robot’s first
view, the robot can find the object not at the cen-
ter but at the periphery of its view by LM1∆θ.
Then, the robot outputs V F3∆θ or V F4∆θ to at-
tend to an interesting object in the field of its
view case by case. When visual attention suc-
ceeds, the robot learns the sensorimotor coordi-
nation in each case.

stage III: In the final stage, the robot has acquired
the complete ability of joint attention owing to
the learning in stages I and II. At the bottom of
Figure 4, the robot can identify the object that
the caregiver attends to by producing LM1∆θ
and LM3∆θ even if the object is observed in the
field of the robot’s first view or not. The sensori-
motor coordinations of LM1∆θ and LM3∆θ have
been acquired through the learning in stages I
and II because each of V F1∆θ and V F3∆θ had
the sensorimotor correlation for joint attention

The above incremental learning process of the
robot’s joint attention can be regarded as equiva-
lent to the staged developmental process of an in-
fant’s one shown in Figure 1. The stages I, II, and

III of the robot correspond to the infant at the 6th,
12th, and 18th month, respectively. In addition, it is
supposed in the cognitive science that the embedded
mechanisms of the robot, visual attention and learn-
ing with self-evaluation, are also prepared in the in-
fant inherently (Bremner, 1994). Therefore, the sim-
ilarity of the developmental phenomena and the em-
bedded mechanisms between the robot’s joint atten-
tion and the infant’s one suggests that the proposed
constructive model could explain the developmental
mechanism of the infant’s joint attention.

3. Experiment

3.1 Experimental setup

It is examined whether an actual robot can acquire
the ability of joint attention based on the proposed
model in uncontrolled environments including mul-
tiple salient objects. An experimental environment
is shown in Figure 5 (a), and the left camera image
of the robot is shown in (b). Some salient objects
are places in the environment at random positions.
The caregiver who sits in front of the robot attends
to one object (in Figure 5, it attends to the object in
its hand). The robot has two cameras and can turn
them to pan and tilt simultaneously. The robot re-
ceives the camera image and detects the caregiver’s
face and the objects by the salient feature detector as
shown in Figure 5 (b). In this experiment, the robot
has the degrees of the interests of the image features
(α1, α2, α3) = (1, 0, 0) in Eq. (1). The thresh-
old of the success of visual attention is defined as
dth = (the width of the camera image)/6 in Eq. (3).

To execute the simulated learning, we acquired 125
data sets, each of which included

• the left camera image (in which the caregiver’s
face was extracted as a window of which size is
30×25 pixels) and the angles of the camera head
(pan and tilt) when the robot attended to the
caregiver’s face, and

• the motor command for the camera head to shift
its gaze direction from the caregiver to the object
that the caregiver attended to

in advance. Then, in each trial, we took one data
set from the above and placed other salient objects
at random positions in the simulated environment.
The number of input, hidden, and output units of
the learning module were set 752 (30 × 25 + 2), 7,
and 2, respectively. Under this condition, the robot
repeated alternately the trial and the learning based
on the proposed model.
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(b) the left camera image of the robot (left: the detected
result of the caregiver’s face by template matching, right:
the detected result of the bright colors)

Figure 5: An experimental setup for joint attention

3.2 Learning performance in uncontrolled
environments

It is verified that the proposed model enables the
robot to acquire the ability of joint attention even if
multiple objects are set in the environment. The gat-
ing function, that is the selecting rate of LM∆θ, is
defined as a sigmoid function shown in Figure 6 (a).
As the result of the learning experiment, Figure 6 (b)
shows the change of the success rate of joint attention
in terms of the learning time, where the number of
the objects is set to 1, 3, 5, or 10. Here, the number
of the object 1 means that the robot has only correct
learning situations in every steps. By contrast, the
number 10 means that the robot can experience the
correct learning situations only at 1/10 probability
at the beginning of the learning. However, the robot
is expected to increase the proportion of the correct
ones by utilizing the learning module which has al-
ready acquired the sensorimotor coordination until
that time.

From the result of Figure 6 (b), we can see that the
success rates of joint attention are at chance levels at
the beginning of learning; however, they increase to
high performance at the end although many objects
are placed in the environment. Therefore, it can be

concluded that the proposed model enables the robot
to acquire the ability of joint attention without a
controlled environment nor external task evaluation.

3.3 Incremental learning process

Next, we investigate the learning process of joint at-
tention based on the proposed model. Figure 6 (c)
shows the pan angle of the robot’s camera head when
the robot attends to an object, in which “©” and
“×” indicate success of joint attention, that is the
object that the robot attends to coincides with the
object that the caregiver attends to, and failure, re-
spectively. The number of objects is five, and the
data are presented every 50 steps during the learn-
ing time (I) 2-3, (II) 12-13, and (III) 27-28 [×104],
each of which is highlighted in Figure 6 (b). The pan
angle is 0 [deg] when the robot attends to the care-
giver, and the view range of the robot is ±18 [deg].
In other words, the objects within ±18 [deg] are ob-
served in the field of the robot’s view when the robot
attends to the caregiver. From this result, we can see
that the success number of joint attention increases
over learning time, and at the same time, the range
of the camera angle becomes wide from ±18 [deg].
These phenomena in the three stages (I), (II), and
(III) can be regarded as equivalent to the infant’s
developmental stages of joint attention at the 6th,
12th, and 18th month shown in Figure 1. Therefore,
we can conclude that the proposed model enables the
robot to demonstrate the developmental process of
the infant’s joint attention and consequently could
explain how the infant acquires the ability of joint
attention.

3.4 Final task performance

Finally, we evaluate the final task performance of the
robot which has learned in the environment includ-
ing five objects. Figure 7 shows the change of the
robot camera image when it shifts its gaze direction
from the caregiver’s face to the object based on the
output of the learning module. The caregiver’s face
image (30× 25 pixels) enclosed in a rectangle is the
input of the learning module, and the straight line on
the face shows the output of the learning module, in
which the width and the height indicate the pan and
the tilt angles of the output. The circle and the cross
lines show the gazing area of the robot and the ob-
ject’s position, respectively. The learning module in-
crementally generates the motor commands LM1∆θ,
LM2∆θ, and LM3∆θ at each step, and the robot con-
sequently attends to the object that the caregiver at-
tends to. From this result, it is confirmed that the
proposed model enables the robot to realize joint at-
tention even if the object is far from the caregiver.
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4. Conclusion

This paper has presented a constructive model which
enables a robot to acquire the ability of joint atten-
tion without a controlled environment nor external
task evaluation. The proposed model affords the
ability of joint attention by finding the appropriate
sensorimotor coordination for joint attention based
on the embedded mechanisms: visual attention and
learning with self-evaluation. The experimental re-
sults show that the robot acquires the ability of joint
attention through the incremental learning process
that is similar to the infant’s developmental process
of joint attention. Therefore, we can suggest that
the proposed model could explain how the infant ac-
quires the ability of joint attention.

In the future, more efficient learning mechanism
should be developed so that the learning is executed
not on the simulation but on the actual robot. In
addition, the gating function should be designed not
by the deterministic one, like a sigmoid function, but
by the robot’s performance of visual attention. The
realization of these could make the robot become a
really developmental agent. Furthermore, it would
lead us to understand the mechanism of the infant’s
development more clearly.
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