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ABSTRACT

Animated interface agents have been proposed as a
more natural way for the user to interact with comput-
ers. Such agents are frequently used in pedagogical and
program help applications. While many aspects of so-
cial agents have been investigated, that of keeping an
appropriate social distance seems to have been over-
looked. This ability is coupled with an understanding of
when advice is and is not wanted. An agent that gives
advice in an Othello program is implemented, which us-
ing reinforcement learning adapts its frequency of sug-
gestions to whether or not the user takes the advice. The
amount of suggestions that the user can expect is vi-
sualized for the user by agent size and position. This
agent is compared to one which always gives advice.
In the evaluation, test participants experienced that the
first agent adapted to their behavior and also found it
less distracting.

1 INTRODUCTION

Agents that appear in an embodied, social manner have
been a frequent topic of research over the past decade.
They are supposed to provide a new way of interacting
with computers, and be applicable to education, enter-
tainment, and customer assistance, among others.

Our tendency as humans to anthropomorphize is
given as one of the reasons for the need for interaction
through social agents, as people already view comput-
ers as social beings (Reeves and Nass, 1996). Because
of this disposition, it can be assumed that the agent is
expected to follow certain social rules. Empirical evi-
dence of the effects of animated agents on user expe-
rience and behavior, has been inconclusive and some-

times contradictory (e.g. Dehn and van Mulken, 2000).
There has been no consensus on what is important
when it comes to agent appearance, personality, feed-
back, and emotions. The existence of a persona effect
has been hypothesized, whereby animated pedagogical
agents should make the learning experience more en-
tertaining, making the student more motivated (Lester
et al., 1997).

In viewing the interface agents as a social being, at-
tempts have been made to form agent models of person-
ality and emotions to make the agent more believable to
the user. One aspect which seems to be overlooked, is
that of keeping an appropriate social distance, coupled
with understanding when help is wanted and when it is
not (which might be something entirely different from
when help is and is not needed). If we tell somebody
that we don’t need their help, they don’t turn a som-
ersault for half a minute before disappearing (though
perhaps the Microsoft Office Assistant has had to en-
dure enough battering already). It is ironic that in the
Lumiére project (Horvitz et al., 1998) from which the
Office Assistant is derived, there was a “volume con-
trol” in the assistance window, which allowed the user
to modify the probability threshold (it uses a Bayesian
user model) that determines when the system will pro-
vide assistance.

1.1 ON THE JUNGLE OF AGENTS OUT

THERE

In the literature on agents, the following terms often ap-
pear: social agents, socially intelligent agents, embod-
ied agents, embodied conversational agents, interface
agents, animated agents and pedagogical agents. There
are probably a few more that can be added to the list.
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These appear do be different ways of denoting anthro-
pomorphic agents. Within the broader subject of agents,
this aspect is not necessarily present. Further, the term
embodied agents can refer to more than one thing; in
terms of being an interface and as an approach to arti-
ficial intelligence in general. The agent implemented in
this paper will be referred to as an animated interface
agent, or just animated agent or interface agent.

1.2 AIM OF THIS INVESTIGATION

I intend to investigate the possibilities for an animated
agent to have a more fluid interaction with the user,
where the user has direct and indirect control over how
much assistance the agent provides. If the user doesn’t
ask for or doesn’t use the aid provided by the agent, then
it should step back and disturb the user less. If, on the
hand, the user actually uses the suggestion, the agent
should become more present or continue to be present.
Since I have not found any formal description of this
kind of social behavior, it will be categorized as com-
mon sense. There are two aims of the investigation. The
first is to employ the user’s response to the agent’s ad-
vice as an indicator of how much advice the user wants.
The second is to portray the amount of agent advice the
user can expect to receive in a tangible manner.

To study these issues, the task to be solved by the
user in the investigation should not be complicated, but
still require some mental effort. Playing the game of
Othello against an invisible computer is satisfactory in
meeting these criteria. The agent will give suggestions
to the user about what move to make. In one version the
agent behaves as described above, while in the other the
agent makes a suggestion every time it is the user’s turn.

The question of whether or not an embodied agent
is desirable for an application is not addressed here.
Rather, if the decision is made to include an embod-
ied agent as part of the interface, is it then a good idea
to have it adapt to how much the user uses the provided
suggestions?

2 BACKGROUND

The field of interface agents is broad and quite sprawl-
ing, with much activity in different directions but lit-
tle consensus on even the most basic features. The
background given here will start out with the field of
agents in general, narrowing down to embodied inter-
face agents and why we want to have them. The empiri-
cal problems faced by the field is considered, as well as
attempts to rigorize it with checklists and frameworks
for evaluation. The social perspective on agents requires
theories for social intelligence, as well as the breathing
of life-likeness into the agent. Finally, the adaptive part
of the agent is considered, treating how and to what the
agent should adapt, user modeling and reinforcement

learning, and the problems with loss of control which
adaptivity can cause.

2.1 WHAT IS AN AGENT?

As mentioned above, the field of agents is much broader
than that of just being used as an interface. It is useful,
however, to look at attempts to define this larger field.
Dautenhahn (1998) outlines three approaches to defin-
ing agents.

• Dictionary definitions that imply that agents have
a purpose, exist with other agents, and that there
is some relationship between at least two of the
agents.

• The view that agency is transient; it is not inter-
nal, but attributed. “An object is interpreted as an
agent, it cannot ’be’ an agent.” (Dautenhahn 1998)

• A computational definition, as one discussed by
Frankling and Graesser (1996): “An autonomous
agent is a system situated within and a part of an
environment that senses that environment and acts
on it, over time, in pursuit of its own agenda and
so as to effect what it senses in the future.”

Different attributes that have been proposed for
agents include reactivity, autonomy, collaborative be-
havior, communicative ability, inferential capability,
temporal continuity, personality, adaptivity, and mo-
bility (e.g. Etzioni and Weld, 1995; Franklin and
Graesser, 1996). According to Dautenhahn (1998),
a well-balanced design of socially intelligent agents
needs characteristics of human social intelligence such
as embodiment, believability, empathy, the narrative
construction of social reality, autobiography and social
grounding. Another aspect is that the system should
have knowledge both about something and about the
user’s relation to that something (Negroponte, 1997).

2.2 EMBODIED INTERFACE AGENTS

An agent, as described above, can be used without dis-
playing a graphical, embodied version to the user. An
animated interface agent, on the other hand, exhibits
various kinds of life-like behaviors, examples of which
are emotions, speech, gestures and eye, head and body
movements. The focus in interface agents is the user,
not the underlying mechanisms of the agent. The im-
portant thing is the user’s interpretation of the agent as
a social being.

Animated agents have been used in a number of sys-
tems such as: the PPP-Persona (Rist, André and Müller
1997) for presenting information gathered on the In-
ternet; Herman the Bug (Lester et al., 2001), a peda-
gogical assistants guiding students through educational
programs; and REA, an embodied conversational real-
estate agent (Bickmore and Casell, 2000). Perhaps most
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well-known are the desktop assistants in MS Word, in
various incarnations such as a paperclip, Einstein and a
kitten.

2.2.1 WHY EMBODIED INTERFACE AGENTS?

Arguments for the use of embodied interface agents
usually assume that this would make the computer sys-
tem more human-like, engaging, and motivating. With
a more human-like system, the interaction might be
smoother if standard interaction skills (for example, in-
terpreting facial expressions) were used. There is also
the prospect of making the system more entertaining,
which might have positive effects on motivation. In the
context of education, Elliott, Rickel and Lester (1997)
propose that:

A pedagogical agent with a rich and inter-
esting personality may simply make learning
more fun. A student that enjoys interacting
with a pedagogical agent will have a more
positive perception of the whole learning ex-
perience. A student that enjoys a learning en-
vironment will undoubtedly spend more time
there, which is likely to increase learning.

Arguments against the use of embodied interface
agents are that it may lead to false mental models of the
system (Norman, 1997), such as assumptions that the
agent’s emotional and cognitive funcions are more like
those as humans than they really are, thus misleading
expectations. Another concern with embodied agents
is that they may attract too much attention, becoming
a distraction (Walker, Sproull, and Subramani, 1994).
Further, interface agents may increase user anxiety, re-
duce user control, undermine user responsibility, and
weaken the user’s sense of accomplishment (Shneider-
man and Maes, 1997). Maes (1997) explains that the
agents in the presented mail filtering program were de-
liberately drawn as simple cartoon faces, to avoid attri-
bution of human-like intelligence.

There are not yet any conclusive empirical evidence
to support either side. Dehn and van Mulken (2000) out-
line different experimental approaches used in research
on the effects of animated agents in human-computer
interaction:

• the kind of animation used, which relates to the
realization of the experimental treatment

• the kind of comparison made, relating to the
choice of control condition

• which measures are taken as indicators of an ef-
fect, which concerns the choice of dependent vari-
able

• the task to be performed while interacting with the
system, relating to the choice of experimental set-
ting.

Because of these differences it is difficult to get an
overview of the empirical evidence and even more dif-
ficult to integrate as a whole.

2.2.2 DIFFICULTIES IN DEVELOPING AND

EVALUATING ANIMATED AGENTS

There is an abundance of different research issues in-
volved in the field of interface agents. Many different
prototypes have been built, in different domains and ac-
cording to different paradigms, making it difficult to as-
sess and compare embodied agents. Research papers on
embodied agents often describe the construction of a
complete prototype. Discussions about new application
areas and interaction techniques are mixed with those
of technical innovations. Appearances, personality, and
behaviors are often a result of introspection and per-
sonal preferences. Isbister and Doyle point out that this
is “not a result of flawed research” (2002), but because
the field is new and in an explorative stage. They do
point out that there is a need to develop criteria for de-
sign and evaluation and also propose a taxonomy of re-
search areas within the field of embodied conversational
agents. The different categories they propose are:

• believability, where example properties are emo-
tion, strong personalities, variability in movement
and response, personalizability, appearing to care
what happens

• social interface, where example properties are so-
cial context, social behavior, knowledge of other
agents, ability to cooperate

• application domains, where example properties
are domain knowledge, contextuality, timeliness,
risk and trust

• agency and computational issues, where example
properties are autonomy, responsiveness, reactiv-
ity, reliability, completeness and efficiency

• production, where examples of properties are pro-
fessional and consistent quality and integration of
the whole

For each of these categories Isbister and Doyle pro-
pose criteria for success and evaluation techniques. The
topic of interest for this paper would mostly fall under
social interface, where the proposed evaluation tech-
niques are “qualitative measures from user of agent’s
friendliness, helpfulness, or intuitive communication
ability; quantitive measure of speed, ease, satisfaction
with achievement of task”

Xiao, Stasko and Catrambone (2002) also conclude
that there has not been much careful empirical evalua-
tion of embodied conversational agents (ECA). Accord-
ing to them, whether or not ECA interfaces are use-
ful or not is too general a question, as it depends on
the agent’s specific behaviors, the user’s characteristics,

3



and the nature of the task the user has to perform. A
framework for evaluation ECA is proposed, along the
dimensions of features of the user (for example, per-
sonality, background knowledge, and goal), features of
the agent (for example visual appearance, personality,
presence and initiative), and features of the task (for ex-
ample, domain, objectiveness, and intent). Dimensions
of usefulness are performance and satisfaction.

Ruttkay, Dormann and Noot (2002) provide a check-
list to compare embodied conversational agents, from
the points of view of design, usability, practical usage
and user perception. The design aspect includes the em-
bodiement of the agent, the mind of the agent, control
and interactivity, as well as the application context. In
usability, proposed evaluation dimensions are learnabil-
ity/ease of use, efficiency, and errors. Evaluation of user
perception includes helpfulness, user’s satisfaction, be-
lievability, trust, and engagement. The conditions and
resources are important to the practical applicability di-
mension. For usability and user perception aspects, the
authors provide a definition and discussion of each sub-
aspect.

Dehn and van Mulken (2000) categorize the pro-
posed possible effects of animated agents as

• improvements in the user’s subjective experience,
where the system might be perceived as more
entertaining, informative or interesting than one
without an animated agent.

• changes in user behaviour while interacting with
the system in a beneficial way

• performance data may indicate an improved out-
come of the interaction.

One problem of much of the research on interac-
tion with embodied, social agent systems has been,
according to Cassell and Thórisson (1999), the lack
of computers which can support multimodal dialogue
with a human user. These older studies have used vari-
ous methods to avoid this problem and still investigate
lifelikeness, trust, effectiveness of communication and
user’s likability of the interaction. According to Cassel
and Thórisson, “one cannot justifiably generalize the re-
sults of these studies and systems to future systems em-
ploying computer-controlled characters capable of real-
time dialogue.”

Höök, Persson and Sjölinder (2000) aimed to develop
“new methods and criteria for measuring users’ under-
standing of, and socio-emotional reactions to, believ-
able characters.” The methods they used in testing their
Agneta & Frida program were videotaping the users’
face, measuring the time spent with the user’s estima-
tion of time spent, together with questions about anthro-
pomorphism and believability.

Much research in the domain of interface agents is
concentrated on user reactions, as other aspects, such as

effects on learning, are more difficult to measure. How-
ever, self reports are not necessarily a true representa-
tion of user reactions. In attempting to evaluate embod-
ied conversational agents, one could compare their abil-
ities to those of humans. But since we do not understand
the intricacies of communication between humans, this
is difficult. Another is to rely on more traditional us-
ability tests. But what should be measured, and how?
The things that come to mind to measure, such as be-
lievability, ease of use, and perceived intelligence, are
concepts that are in themselves rather hard to define.

2.3 SOCIAL INTERACTION WITH AGENTS

Building on studies such as the ones presented by
Reeves and Nass (1996), there is an assumption that
since people naturally apply social rules to interaction
with computers, this should be used in interaction de-
sign.

2.3.1 ANTHROPOMORPHISM

Reeves and Nass (1996) argue that since humans have
both evolved and learned a certain system for interac-
tion with other intelligences a system of social interac-
tion we naturally attempt to employ that system in deal-
ing with computers. They provide several experiments
where people have treated computers as people. Laurel
(1997) points out that the tasks computers perform for
us require that they express two distinctly anthropomor-
phic qualities: responsiveness and capacity to perform
actions.

2.3.2 THEORIZING ABOUT SOCIAL INTELLIGENCE

According to Gong (2002), some fundamental mecha-
nisms in social interaction are overlooked in interface
agents. In his attempt to theorize about social intelli-
gence, four principles are identified: attractive, affec-
tive, appropriate, and adaptive. Gong is focused on the
attractive and affective aspects, especially on that in or-
der to get a positive user response, the face of the agent
should be attractive. Appropriateness acts as an overar-
ching general rule. Behaviors such as verbal and emo-
tional expressions should be appropriate to its role, tar-
get users and contexts. Adaptability is considered an
essential factor in communication competence and so-
cial functioning (Duran, 1992). Duran conceptualizes
communicative adaptability as “the ability to perceive
socio-interpersonal relationships and adapt one’s be-
haviors and goals accordingly.”

People have a need for personal space, which can be
categorized into four types: intimate distance, personal
space, social distance and public distance, which range
from very close to further away from the person. It has
been found that violation of personal space leads to dis-
comfort (Smither, 1998).
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2.3.3 BELIEVABILITY , EMOTION AND

PERSONALITY

One of the objectives of designing an animated inter-
face is to get a positive user experience of the system,
and it is believed that this can be achieved by making
the agent more life-like. The dimensions addressed are
often those of intelligence, usefulness and how com-
fortable the interaction was.

An all encompassing concept for the perception of
the agent is that of believability, which was introduced
to the domain by Joseph Bates (1994). The idea is to
give an ’illusion of life’. Drawing on experiences from
literature and animated movies, among others, Bates
concludes that that the portrayal of emotion is very im-
portant to believability. Emotions show that the agent
has desires and is concerned about what happens in the
world, and “if they don’t care, neither will we.” How-
ever, according to Bates it is not required that the emo-
tional state is represented in any obvious way within the
agent, as the objective is merely to create an illusion of
the emotion.

In the agent literature as a whole, however, what be-
lievability is to mean and what effects it is supposed
to have on the user is rather unclear. Some aspects
which are believed to be part of the concept are fa-
cial expressions and body language, personality and at-
titude (Höök, 2000 et al., among others). Dehn and van
Mulken (2000) assume that users will find the system
believable if they perceives it as intelligent and compe-
tent.

According to Dautenhahn (1998 ) the social agent
“need not necessarily appear or act just like biological
agents, but some aspect in their behavior has to be nat-
ural, appealing, life-like” . Further, she concludes that
“believability is in the eye of the observer which means
that it is influenced by the observer’s individual per-
sonality, naive psychology and empathy mechanisms”
(Dautenhahn, 1997). As Porter and Susman (2000) put
it: “Life-like does not mean ‘has movement’; life-like
means ‘has a brain’.”

These concepts are also somewhat tied into the ap-
pearance of the agent; how realistic or human-like
should it be? There has been no conclusive empirical
evidence on the subject. Further, the domain needs to
be considered, as a cartoon-style agent may be appro-
priate in a game but not in a business application.

2.3.4 WHEN DO WE WANT A SOCIAL AGENT?

Doyle (1999) outlines several situations when a com-
municative agent might be a good idea. One of the as-
pects is whether the user is uncertain or decisive. If the
user needs to make choices, especially choices about
which the user is unsure, then a communicative agent
can be useful. If the user knows how to accomplish a
task then direct-manipulation is faster and more trans-
parent. Social interaction is anything but transparent,

requiring explanations, clarifications, and redundancy,
which are valuable in teaching, but not if you know how
to perform a task.

The domain of the application is an important fac-
tor when considering the effect of an interface agent,
as pointed out by Dehn and van Mulken (2000). Fur-
ther, they propose that “an animated agent can only
be expected to improve human-computer interaction,
if it shows some behavior that is functional with re-
gard to the system’s aim” When the agent’s behavior
“neither maps onto system behavior nor conveys any
other information that is relevant”, such as behavior dis-
played during idle time to make the agent appear more
lively, might attract the user’s attention even though
there is no information provided. A fitting analogy for
badly designed social agents is that of backseat drivers,
constantly making annoying suggestions (Etzioni and
Weld, 1995).

2.4 AGENT ADAPTIVITY

Adaptivity is one of the basic attributes proposed for
agents. What should an adaptive agent do? According
to Erickson (1997), systems with adaptive functionality
are in general doing three things:

• Noticing: trying to detect potentially relevant cues

• Interpreting: trying to recognize the events by ap-
plying a set of recognition rules

• Responding: acting on the interpreted events by
using a set of action rules either by taking some
action that affects the user, or by altering their own
rules (i.e. learning)

These are similar to the issues that Middleton (2001)
believes must be addressed for collaboration with the
user to be successful: knowing the user; interacting with
the user; and competence in helping the user. How-
ever, none of these are easily achieved. To know the
user, the user’s goals and intentions must be extracted,
these must be put into a context and they might change.
For example, the user will typically be working on sev-
eral concurrent tasks. Further, the initial training time
must be reduced, as users will want results early. Maes
(1997) lists four sources for how the agent might learn
from the user’s actions:

• by “looking over the shoulder” of the user

• direct and indirect (ignoring agent’s advice) user
feedback

• from examples provided explicitly by user

• ask advice from other agents with same task for
other users

Among the challenges of interaction are amount
of control to delegate and building trust (Middleton,
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2001). As for the issue of competency, the agent needs
to know when (and if) to interrupt the user, perform
tasks autonomously in the user’s preferred way, and
finding strategies for partial automation of tasks.

2.4.1 METHODS FOR MAKING THE AGENT

ADAPTIVE

One way of making the agent adapt to how the user in-
teracts with the system is for the agent to have a model
of the user. The field of user modeling has been around
for about twenty years, starting with student modeling
in the early eighties. After this early domination for stu-
dent modeling, interest was turned to the demands of
electronic commerce and the field of information re-
trieval. The cognitive processes that underlie the user’s
actions and the user’s behavioral patterns or preferences
are some things that user models may wish to describe.
Another is the difference between the user’s skills and
expert skills (Webb, Pazzani and Catrambone, 2001).

Among others, the following structures and pro-
cesses are often included in a user modeling system
(Kobsa, 2001):

• the representation of assumptions about user char-
acteristics in models of individual users, such
as assumptions about knowledge, misconceptions,
goals and preferences;

• the representation of common characteristics of
users, grouping them into subgroups, or stereo-
types;

• the classification of users as belonging to one or
more subgroups, along with the integration of typ-
ical characteristics of these subgroups into the cur-
rent individual user model;

• the recording of users’ behavior, especially their
past interaction with the system;

• the formation of assumptions about the user based
on the interaction history.

Standard machine learning techniques seem to be a
good candidate for user modeling. Observing the user’s
behavior can provide training examples, which a ma-
chine learning method can use to make a model to pre-
dict future actions. But there are several problems in ap-
plying machine learning to user modeling: the need for
large data sets; the need for labeled data; concept drift;
and computational complexity (Webb et al., 2001). Fur-
ther, if user modeling profiles are to be created, a suffi-
cient amount of time is required before they can be of
any use. A solution to this might be the incorporation
of stereotypes. Ideally, these should be used for initial-
izing the user model, until there is more information
about the individual user. Also, it should be regularly
checked whether or not the right stereotype is activated
(Virvou and Kabassi, 2002).

The user model easily becomes quite complex and
needs to represent many forms of data about the user.
A seemingly simpler way of achieving a responsive-
ness, albeit without as much detail, is through rein-
forcement learning, an artificial intelligence technique
adapted from ideas in animal-learning theory. In re-
inforcement learning, the agent must learn behavior
through trial-and-error interactions with a dynamic en-
vironment. In the standard model, an agent is connected
to the environment via perception and action. For each
interaction step, the agent’s input is some indication of
the current state of the environment, whereby the agent
chooses some action as output. The action changes the
state of the environment, and the value of this transition
is communicated to the agent as a reinforcement signal
(Kaebling and Moore, 1996).

2.4.2 PROBLEMS WITH ADAPTIVE AGENT

BEHAVIOR

We want agents to act in an intelligent manner, but Bay-
lor (2000) points out that although the agent should
seem competent to the learner, it should not be too in-
telligent if it is to be effective. If it is, it may lead to “un-
realistic expectations, a loss of control and limited un-
derstanding as to the agent’s reasoning” (Baylor, 2000).

Further, when the agent is trying to confirm whether
or not the advice it gave was useful, it will probably
check to see if the user followed it. Horvitz et al. (1998)
describes a Wizard of Oz setup where Excel experts
were to figure out what task a user was trying to com-
plete and help with it, by only looking at the screen
as this was being done. To help out, they could offer
advice, that the user thought was from the computer.
Poor advice could be quite costly to users. Often, partic-
ipants would become distracted by the advice and start
to experiment with the features described by the wizard,
which in turn would give experts false confirmation of
successful goal recognition.

Another problem with agent adaptivity is the possib-
lity of decreased user control (Schneiderman and Maes,
1997). In taking away seemingly irrelevant informa-
tion, the user might become confused (Chin, 2001). If
we take the case of a pedagogical agent, which is part
of the planning of the instructional environment, how
should this be communicated to the learner? As Erick-
son (1997) puts it:

Consider an intelligent tutoring system that is
teaching introductory physics to a teenager.
Suppose the system notices that the student
learns best when information is presented as
diagrams and adapts its presentation appro-
priately. But even as the system is watching
for events, interpreting them, and adjusting
its actions, so is the student watching the sys-
tem, and trying to interpret what the system
is doing. Suppose that after a while the stu-
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dent notices that the presentation consists of
diagrams rather than equations: it is likely
that the student will wonder why: “ Does the
system think I’m stupid? If I start to do bet-
ter, will it present me with equations again?”
There is no guarantee that the student’s inter-
pretations will correspond with the system’s.

Erickson therefore believes that if we want to make
agents that interact smoothly with the user, we need
more research focused on the portrayal of adaptive
functionality, rather than the functionality itself.

2.4.3 EVALUATING USER MODELS AND ADAPTIVE

BEHAVIOR

How are user models and user-adapted systems to be
empirically evaluated? In Chin (2001), which deals
with the subject, it is pointed out that it is likely that the
participants will be biased by the mere belief that a user
model or other advanced technology is present in the
program. Questions that should be asked are whether
the user model adaptations actually improve the system
and what types of users benefit from the adaptations.
To some classes of users, it may be that case that some
adaptations are less beneficial or even detrimental. An-
other issue is that when adding a user model, in general
the software system will become more complex, less
predictable, and more buggy.

2.5 AGENT ADVICE, USER FEEDBACK

AND CONTROL

Feedback and advice from the agent can be both unso-
licited and user-initiated. There has been little research
on the best amount and timing of the advice. Baylor
(2002) proposes that:

the principle of minimal help could allow the
student to select a feedback option depending
on the amount of structure, interaction, and
feedback s/he desires when problem-solving.
If the agent could fade and allow more stu-
dent initiative as the student gains expertise,
it could also address this issue.

Also, it is important that the agent doesn’t take over
thinking for the student (Baylor, 2000). As an overall
guideline she proposes that the agent should not give
feedback that is too explicit, and that ideally, some way
for the learner to control the amount of feedback should
be provided by the system (Baylor, 2001).

Dufresne and Hudon (2002) discusses that there is
a need for the user to be able to personalize the inter-
action with the agent, but that just setting preferences
might become tedious. They intend to integrate fea-
tures into the learning environment that take into ac-
count the user’s reactions to support. Among the per-
sonalizations are the possiblities to choose from various

coaches, with different personalities, to ask for more or
less support and also to chose whether the agent should
use humor or not.

In the Agneta & Frida program made by Höök et al.
(2000), the user could set the level of activity of the
characters from 0 to 5. Unfortunately, they do not re-
port on how this function was used by the test partici-
pants. Laurel (1997) proposes that the traits of agents be
fully user-configurable, and that the option to not have
an agent should be possible.

Arguing for more user-control, Malone, Lai and
Grant (1997) propose a semi-formal system. “Don’t
build agents that try to figure out for themselves things
that humans could easily tell them.” This is to avoid,
among other things, that the agent will infer the incor-
rect rule when the user might easily have provided the
system with the rule they wanted.

The field of interface agents is wide, with many im-
portant parts in which no consensus has been reached
about what makes an effective agent, nor is there any
criteria for what impact an effective agent has on the
user. However, the amount of research put into the field
shows that many see a potential in it, though the po-
tential they see may be different. Some see it as a pos-
sibility to improve human-computer interaction, some
as a way to improve pedagogical programs, others as a
method to better understand human cognition, and yet
others as means for making lucrative applications. Key
parts are how to portray the agent to the user, how to
make the interaction smooth, and how to decide what,
when and how for agent advice.

3 THE PROGRAM

To test user reactions to a more socially responsive
pedagogical agent, two versions of an Othello program
were made. In the control, the static version, the agent
always gives advice, with no consideration to whether
the user follows it or not. In the adaptive version, the
user gives indirect feedback by either using or not using
the agent’s advice, and gives direct feedback by asking
the agent to be more or less present.

3.1 THE OTHELLO INTELLIGENCE

For a background on programming a game intelli-
gence, see Russel and Norvig (1995), where games as
searches, evaluation functions, and alpha-beta searches
are covered. The Othello part of the program uses
an alpha-beta search with a positional evaluation. The
search has depth five, which might be a bit shallow, but
with deeper searches it took noticeably (half a second to
a second) longer. It might have been better if an iterative
deepening search had been used. The positional evalu-
ation worked by adding up the values of the positions
held by the player. Highest value was given for the cor-
ners, while negative values were given for the squares
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FIGURE 1: The game board and the agent, as seen by the user
when the program is first started.

adjacent to the corners. The other squares on the edges
had relatively high values, and all other positions had a
small positive value. Both the agent and the computer
opponent used the same search depth and evaluation.

3.2 WHAT SHOULD THE AGENT LOOK

LIKE ?

Agent appearance, such as the spectra between realistic
and iconic and expression of emotional and envelope
feedback is a big question in itself. Since this experi-
ment wishes to test the effect on user of agent respon-
siveness to user feedback, the ideal would be to keep as-
pects such as agent appearance neutral. But there is cur-
rently no consensus on what neutral is in this case (or
if it is even possible or desired). Therefore the agent’s
appearance will be kept very simple: it is a blue circle
with some basic facial features (mouth leaning towards
a smile and eyes behind a pair of pink glasses). It has
only one hand, which facing the game board and holds
a pointer (see Figure 1).

3.3 WHAT THE USER ENCOUNTERS

When the program is started, the user sees a window
with an Othello game board in starting position. The
agent is to the right of the board. It offers advice on the
current move by pointing to a square on the board. For
the first move, the agent always gives advice.

In one version of the program, the agent is static and
gives advice every time it is the user’s turn. In the re-
sponsive version, whether or not the user takes the ad-
vice affects the agent. If the user takes the advice, the
agent gets positive indirect feedback and moves for-
ward. That is, it gets slightly larger and moves a little
toward the bottom of the window. If the user doesn’t
take the advice, the agent gets negative indirect feed-
back and moves backward, i.e. gets smaller and moves
up.

FIGURE 2: Here the agent is very far forward, and gives ad-
vice almost every turn. I.e. the iquote is high.

FIGURE 3: Here the agent is in the opposite position to Figure
2: it is very far back and almost never gives advice. Hence it
has a low iquote.

Further, in the responsive version, the user can pro-
vide direct feedback by dragging the agent down or up,
i.e. forward or backward. When the cursor is placed on
the agent it turns into a hand (otherwise it is just the
usual arrow). If the user clicks the mouse button, the
hand turns into a ’grabbing’ hand, indicating to the user
that s/he has picked up the agent and by holding down
the button, s/he can move it to the desired position.

Thus, the agent’s vertical position (it cannot be move
horizontally) determines how much advice it gives.
When it is at the bottom it always gives advice (see
Figure 2), while it never gives advice when it is at the
top (see Figure 3). In between these two positions, it
is more probable that advice will be give the closer the
agent gets to the bottom.

This setup is quite similar to the “volume control”
proposed by Horvitz et al. (1998) which, as mentioned
in the introduction, allowed the user to modify the prob-
ability threshold determining when and if the system
will provide assistance. Here the agent can be said to
embody this volume control (though the underlying
system for determining advice is different).
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3.4 THE ADAPTIVE BEHAVIOR

Reinforcement learning is used to control how much ad-
vice the agent gives. Positive feedback is given if the
user follows the advice, negative if s/he does not. More
specifically, what determines the agents frequency of
suggested moves is its interaction quote, oriquote,
which is a number between zero and one hundred.
When it is its smallest theiquoteis zero, when largest
one hundred. When it is the user’s turn, whether or not
to provide a suggestion is determined randomly using
the iquote. If it is zero, no suggestion is given, when
it is one hundred, a suggestion is always given, and in
between those it becomes more probable the higher the
iquote is. Every time the agent provides a suggestion,
the iquote is updated based on whether the advice is
followed or not. If it is followed, the agent receives pos-
itive feedback:

iquote= iquote+(100− iquote)∗ .3

And if it is not, the agent gets negative feedback:

iquote= iquote− (iquote)∗ .3

This rather simple way of updating the iquote pro-
vides rather large changes when positive feedback is
given to an agent with a low iquote and when nega-
tive feedback is given to an agent with a high iquote.
Positive feedback when the iquote is high or negative
feedback when the iquote is low has less dramatic ef-
fects. This way of updating the iquote was chosen to
give quick responses to the user’s actions, while trying
to prevent that the agent comes too far towards either
extreme.

The only user model the agent has is the iquote.
This is an aggregation of user feedback, and it adapts
quickly to changes in user behavior. This straightfor-
ward method is possible as no attempt is made to un-
derstand how the user view’s the game, only how the
user views the advice from the agent.

The adaptive behavior described above deals with in-
direct feedback. As described, the user can also give
feedback more directly to the agent, by dragging the
agent up or down. When this is done, the iquote is up-
dated correspondingly; the iquote and the agent’s verti-
cal position vary linearly.

3.5 IMPLEMENTATION DETAILS

Everything except the Othello intelligence was imple-
mented in Macromedia Director. More specifically, this
included the graphic representation, the game board and
it’s updating, as well as the agent’s behavior. The reason
for using Director is the ease with which the interface
could be made and manipulated. For the Othello intel-
ligence (which was originally constructed for another
purpose than this experiment) java was used. The direc-
tor and java programs communicated via a TCP socket.

4 EXPERIMENTAL DESIGN

4.1 HYPOTHESES

It is expected that the user will feel more comfortable
with the version of the agent that adapts to how many of
the suggestions that the user follows. More specifically,
it is expected that

(H1) the participant will feel that the adaptive ver-
sion adjusted more to their behavior than the static
version did

(H2) the participant will feel that the interaction
with the adaptive version was better than the inter-
action with the static version

(H3) the participant will find the adaptive version
to be less distracting than the static version

(H4) the overall impression of the adaptive version
will be better than that of the static version

4.2 PARTICIPANTS

After a pilot test on one person, the results of whom
were not included in the results, a total of sixteen peo-
ple tested and evaluated the program, nine women and
seven men. They were aged between 21 and 31, with a
mean of 24. All were currently enrolled in or had com-
pleted a university education, and computer experience
varied from frequent use of basic applications such as
word processors, email and Internet programs, to more
specialized ones and to web design and programming.
Seven of them had or were in the midst of getting a
computer related education, eight said they used ba-
sic applications often, and one person used them some-
times. Most of them were familiar with the rules of Oth-
ello, a few had all but forgotten them while a few others
were very experienced with Othello and other strategic
games.

4.3 TASKS AND PROCEDURES

Each participant tested both the stationary and non-
feedback agent and the responsive, feedback taking
agent, though the order in which they were tested var-
ied. The tests were carried out in a calm setting such
as an office or a kitchen, in the participant’s or author’s
home. If the participant felt uncertain about the rules
of the game, a paper with basic Othello rules was pro-
vided. The person being tested was provided with in-
structions (see Appendix A), played a round of Othello
and filled out a questionnaire (see Appendix B), which
was then repeated for the other version of the game.
After the second game they also wrote answers to some
more open ended questions about previous experience
with agents, what was better and worse with this agent,
as well as about the appearance and mimicry of the
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FIGURE 5: Boxplot of the test participants’ responses to the
question “Did you experience that the agent adapted to your
behavior?” The X indicates the median.

agent (for the whole list, see Appendix B). A brief in-
formal interview with debriefing was carried out when
they were finished. Apart from user responses to ques-
tionnaires, the program recorded the time the user spent
with the program, who won, how many suggestions the
agent offered as well as the number of suggestions that
the user followed.

5 RESULTS

The questionnaire that the test participants responded
to contained eight questions, which were answered on
a five point Likert scale (where 1 = none/bad and 5 =
a lot/good). Four of these pertained directly to the hy-
potheses, and will be treated separately below. Differ-
ences based on whether the participant has a computer
related education or not, and bases on gender will also
be noted. As for experience with Othello, since most
people were familiar with the rules of the game but not
much more, differences based on this will not be noted.

5.1 DIFFERENCES IN EXPERIENCED

ADAPTABILITY (H1)

This hypothesis pertains to the question “Did you expe-
rience that the agent adapted to your behavior?” (ques-
tion four). For the static version, the mean was 1.81 (sd
= 0.91). For the adaptive version, the mean was 3.94
(sd = 0.77). A paired t-test gives t = 7.27, which is sig-
nificant at p< 0.01 (one-tailed). Thus hypothesis one
can be confirmed, there was a significant difference be-
tween the means. See Figure 4(a).

There were no significant differences based on com-
puter experience or gender.

5.2 DIFFERENCES ININTERACTION (H2)

The hypothesis relates to the question “How good
would you say that the interaction between you and the
agent was?” (question one). For the static version, the
mean was 2.88 (sd = 0.72). For the adaptive version,
the mean was 3.38 (sd = 0.72). A paired t-test gives t =

TABLE 1: Means and standard deviations for user responses
to the question “Did you find the agent distracting?”, sepa-
rating women’s and men’s responses.

Static Adaptive
Version Version

Women mean 3.0 2.11
s.d. 1.11 0.93

Men mean 1.57 1.29
s.d. 1.13 0.49

1.65, which is not significant (two-tailed). There is not
enough support to confirm hypothesis two. See Figure
4(b).

There was no significant difference between those
who had a computer related education and those who
did not, though those with a computer related education
(seven of the participants) experienced a larger positive
difference between the adaptive version and the static
version (mean of +1) than those without (mean of 0.11).
Further, a few of those with no computer related ed-
ucation rated the adaptive version lower than the static
version (three out of nine of those without computer ed-
ucation rated the adaptive version one point lower, and
two rated them the same; for those with computer edu-
cation, one rated the adaptive version one point lower,
and two rated them the same). This could be because
of the word interaction, which is not well established
in Swedish outside human-computer interaction, which
became apparent during testing as many test partici-
pants were uncertain of what the question alluded to.

Fewer women than men saw any positive difference
in interaction between static version and adaptive ver-
sion. This could be because only two out of nine women
had a computer related education, while five out of
seven men did.

5.3 HOW DISTRACTING WERE THE

AGENTS? (H3)

The participants’ question for this hypothesis was “Did
you find the agent distracting?” (question five). For the
static version, the mean was 2.38 (sd = 1.31). For the
adaptive version, the mean was 1.75 (sd = 0.86). A
paired t-test gives t = 2.95, which is significant at p<

0.01 (two-tailed), which confirms hypothesis three. See
Figure 4(c). There was no significant difference when it
came to computer education.

For gender, there was a significant difference both for
the scores for the static version (p = 0.03) and for the
scores for the adaptive version (p = 0.04). There was
also a significant difference for the difference between
the static version and the adaptive version for women,
but not for men. This is because most of the men did not
find either version to be distracting, while women found
the adaptive version to be less distracting than the static
version (see Table 1.
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(a) “Did you experience that the agent adapted to
your behavior?” (H1)

(b) “How good would you say that the interaction
between you and the agent was?” (H2)

(c) “Did you find the agent distracting?”(H3) (d) “What was your overall impression of the
agent?”(H4)

FIGURE 4: Boxplot for the participants responses to questions corresponding to hypotheses one through four. The X indicates
the median.

5.4 THE OVERALL IMPRESSION(H4)

The hypothesis corresponds to the question “What was
your overall impression of the agent?” (question eight).
For the static version, the mean was 3.31 (sd = 0.79).
For the adaptive version, the mean was 3.69 (sd = 0.87).
A paired t-test gives t = 1.69, which is not significant
(two-tailed), thus hypothesis four cannot be confirmed.
See Figure 4(d).

There were no effects from either gender or computer
related education.

5.5 AGENT PREDICTABILITY

One concern with the agent that varied the amount of
advice was that it might have been viewed as more un-
predictable. The replies to the questionnaires give no
indication of this. For the static version, the mean was
3.06 (sd = 1.06). For the adaptive version, the mean was
2.94 (sd = 1.12). So, while the agent cannot be said to
be unpredictable, it cannot be said to be predictable ei-
ther. Further, it is possible that some test participants
applied the predictability question to the suggestions
themselves, rather than to when they were supposed to
come. Perhaps the question should have been worded
differently. The word behaved is rather general, and it

FIGURE 6: Boxplot of the test participants’ responses to the
question “Did you find that the agent behaved in a predictable
way?”. The X marks the median.

might be best if the question was split up into several,
and have the participant answer with his/her own words
on how they perceived the mapping of amount of ad-
vice given to position, and whether it was negative not
to know whether or not advice was going to be received.

5.6 OTHER POINTS OF INTEREST

Apart from the questionnaire, some data was recorded
while the participant played: duration of the game,
number of suggestions made by the agent, how many
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of these that the player followed, and who won. There
seems to be no correlation between the time spent with
the game and user reactions. However, a greater amount
of time was spent with the first version played. Neither
do the amount of advice given and taken seem to have
affected the ratings.

Several problems were encountered during testing.
One was, as already mentioned, that in Swedish the
word interaction is not used by people in general. An-
other word should probably have been chosen. Another
was that the test participants did not always read the
instructions very well, and thus some did not really no-
tice the agent’s change in behavior, even though it was
rather explicitly explained in the instructions.

6 DISCUSSION

The purpose of this experiment was to see how users re-
act to an agent which adapts to whether or not the user
takes the advice. No attempt is being made to see if this
improves learning. Rather, the aim was to find a way
to step around the often occuring annoyance effect with
pedagogical agents. Further, the graphical representa-
tion of the agent as being smaller or larger according to
how much advice it will give is a promising way of giv-
ing the user more insight into how the agent’s adaptivity
works.

This metaphor is not without problems, though. It re-
lies on ocular cues that tell us that closer objects appear
larger and further down from the horizon than those that
are farther away. But there are also metaphors based on
“more is up, less is down” (Lakoff and Johnson, 1980).
Many preference settings on computers work this way.
Also, in Macintosh operating systems, the hard drive is
placed in the upper right hand corner. The user might be
less inclined to believe that the agent is less important
when it is in this position.

The results indicate that the test participants expe-
rienced that the agent adapted its amount of advice to
them. Further, they found the responsive agent less dis-
tracting. The scores for viewing the interaction with and
the overall impression of the adaptive version as better
were not significant.

In an attempt to keep other factors than the social
responsiveness neutral, the agent appearance was kept
very simple, and no attempt was made to make the
agent appear more life-like by adding personality or
emotions. Also, given the time and scope of this inves-
tigation, this was not an option. However, these aspects
could be very important to the user’s perception of the
agent, and it is possible that the absence of these char-
acteristics might have affected the outcome more than
their precense would have. For example, Gong (2002)
proposes that the agent must have an attractive appear-
ance to get a positive user response.

It is quite possible that the lack of these other as-
pects might have had a slightly detrimental effect on the

test participants’ overall impression of the agent, which
might have affected the answers to the questionnaires.
This effect might be applicable for the experience as
a whole. These are issues that all research in this area
face, as it is difficult if not impossible to keep certain
factors neutral. In researching one aspect of interface
agents, how many other aspects need to be included to
get reliable results?

The participants were asked explicitly about the
agent’s appearance and answers to this varied greatly.
Responses ranged from cute, simple (both as some-
thing good and as something bad), childish, okay, to
ugly. Maybe discussions and research on what level of
iconization should be applied to the agent are asking the
wrong questions. Such preferences seem to be rather in-
dividual. After all, people’s opinions about what is vi-
sually pleasing usually are.

One participant asked why the agent had to be male.
I had not thought about that, I think I was aiming at
something slightly gender neutral. In looking over the
responses in which the participants refer the agent, all
who do write he. Also, it is blue; had it been pink it
might have been considered female. Or maybe it is that
the neutral is inferred as male, and to be viewed as fe-
male certain female attributes (such as a bow and long
eyelashes) have to be added. The computer game Ms.
Packman is a good example of this.

The expression on the agent’s face in the program
might be described as a sly smile. In an older version,
used for the pilot participant, the facial expression had
the mouth turned more downwards, but it was judged as
a bit too negative.

The test participants were asked if and how they
would like the agent’s facial expression to vary. Out
of those who replied to the question, a few were out-
right negative. Some more were positive, with motiva-
tions such as that it would make the interaction stronger,
would be fun, and would give it the sense of being a
team. Most respondents could not quite make up their
minds. One thought that while varied facial expressions
might be fun, it might get annoying and distracting. One
thought that a few more expressions might be good, but
that none should be negative. A few users suggested
that the agent’s expression could vary with how well
the user is doing (in Othello this might be a bit difficult
as evaluation of the game board is among the trickiest
parts of making an Othello program).

Almost all of the participants had the Microsoft Of-
fice Assistant as their only previous experience of inter-
face agents. A few had used agents in computer games,
where they had the role of teaching the game basics.
The test persons were asked to compare the agent in the
Othello game to those they had used previously, giving
both what was better and what was worse. Things that
were better was that it was not as obtrusive and annoy-
ing as the paperclip, that it gave relevant advice, that it
is easily inactivated and then brought back again, and
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that it is not in the way. Things that were worse were
that it could not be turned off, that it was a bit imper-
sonal, that it wasn’t very good at playing Othello, and
that it would have been better if it had provided more
information. Adding the option to ask the agent to mo-
tivate its suggestion is an interesting possibility. In the
case of the Othello game, this could be a succession of
a few Othello boards representing how the agent thinks
that the game could advance the next five moves in re-
sponse to the suggested move. It could also explain why
certain moves were not recommended.

Only two of the participants managed to win over
the computer player. A few complained that the advice
given by the agent was a bit stupid, and one person
came to the conclusion that the agent gave suggestions
that were to the computer player’s advantage, thus try-
ing to trick the user. The agent player and the computer
player have the same game algorithm, so this effect was
a bit surprising. It is possible that the program plays
white better, or that it plays better when it does not have
the first move. This is a most unfortunate defect, as the
credibility of the agent most probably decreases if the
user doesn’t perceive the agent’s advice as good.

Another thing that might have given more useful re-
sults would have been to use younger participants for
the test, who might be a more appropriate age group
when it comes to actually using an agent of this sort.
Also, the test persons could have played with the agent
for a longer time period, getting more acquainted with
the agent’s behavior. There is also the problem of a po-
liteness bias, which is probably especially problematic
in this case, where the participants knew the author.

One possible extension of this agent is having the dif-
ferent positions of the agent correspond more directly to
the amount of agent advice. In the implementation used
here, there is some randomness to it. One way of doing
it is to have the suggestions prioritized, and the agent
position correspond to how high the priority has to be
for the advice to be presented. It is easy, but perhaps
not correct, to make assumptions about where the user
would place the agent depending on his or her skill. One
such assumption is that the novice would prefer to get
a lot of advice, while the more experienced user would
place the agent further back. In such a way, it could
be inferred that a more withdrawn agent could be ap-
preciated when offering more complicated or esoteric
advice.

The Othello agent used in testing did not adapt the
amount of advice to how well the user is doing. Unfor-
tunately, in Othello, the game state is difficult to eval-
uate board evaluation is one of the most difficult parts
in making an Othello program. In a learning situation,
it might be desirable that the agent provide less advice
as the learner becomes more adept at the task (as sug-
gested by, for example, Baylor, 2002). This could be
visualized as the agent taking a step back as the Othello
agent, but instead of being responsive to whether the

user takes the agent’s advice, it could be responsive to
the number of errors made by the learner (or a combina-
tion of the two). Adjusting advice the learner’s needs is
not a new idea, but the visualization might be a helpful
cue. Keeping down the factors taken into account might
make it easier for the user to understand what the agent
is doing, which taps into the discussion of “glass boxes”
vs. “black boxes” (in e.g. Malone et al., 1997).

In the implemented program, there was no way to
lock the agent in a certain position. As soon as the user
took or did not take the agent’s advice, the agent up-
dated it’s position. It would be desirable to have some
added functionality so that the user could tell the agent
to stand still. Another troublesome matter is that of
knowing when the user has taken the agent’s advice.
It is straightforward in Othello, but there are many do-
mains where this is not the case. Also, the user might
take the advice at some later point in time - should this
reinforce the agent? Will the user understand why? (e.g.
Middelton, 2001) There is also the issue of whether the
user took the advice because it was actually something
needed or because it was presented by the smart and
helpful agent (as was the case in Horwitz et al., 1998,
mentioned in section 2.4.2).

The Othello game is a rather simple domain, and the
combination of variables is small. In comparison, high
functionality applications (MS-Office, Photoshop, etc.),
serve a larger and more diverse user population. The
design of these must adress problems such as (Fischer,
2001):

• the unused functionality must not get in the way;

• existing functionality which is unknown much be
accessible when needed;

• it should not be too difficult to learn, use, and re-
member commonly used functions.

In these applications, users mostly want to get their
task done - they do not feel a need to become experts.
There is little to be gained for the user if a lot of effort
has to be put into achieving only a small improvement.
Fischer suggests that the payoff of cognitive artifacts
can be characterized by the quotient of “value/effort”.

Smart behavior of systems means that agents can
guess wrong, sometimes performing changes that the
user does not like. The lack of possibility or trans-
parency for turning off the ’smart’ features, means a
loss of control for the user. On the other hand, the option
of setting user preferences might be tedious (Dufresne
and Hudon, 2002). The manner of portrayal of the
agents presence presented in this paper, along with the
user’s possibility for control over it, is a possible solu-
tion for making interaction with the agent less annoy-
ing.

The well-contained domain of Othello was a gras-
pable way of testing the suggested agent behavior of
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adapting to user feedback along with a more control-
lable graphic display of the amount of advice that the
user can expect. It would be interesting to implement
this in a more complex domain or as a part of a larger
system. The user model might need to take a few more
criteria into account, but simplicity might also lead to
better transparency.

The aim of such an agent would be to offer more
user control and a greater insight for the user as to how
the agent is going to behave. In testing, how the user
construes the agents behavior is central. Does the user
feel that the agent responds to the user’s actions in an
appropriate way? Can the user influence the agent in
an understandable and manageable way? Of course, the
effect of the agent on the user’s learning and other per-
formance criteria is of importance, but if the user is to
perform anything s/he has to be comfortable with the
agent.
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APPENDIX A: I NSTRUCTIONS FOR
TEST PARTICIPANTS

All texts in the appendix have been translated from
Swedish.

6.1 INSTRUCTIONS FOR PLAYING WITH

THE STATIC VERSION

Your task is to play Othello against an invisible com-
puter opponent. You play black and a game piece is
placed on the board by clicking on the square where
you want to put it. Your ability to play Othello will not
be assessed.

An animated agent will, by pointing to a square on
the game board, provide you with a suggested move ev-
ery time it is your turn. It is only a suggestion and not
necessarily the best move. You are in no way forced to
take the advice.

6.2 INSTRUCTIONS FOR PLAYING WITH

THE ADAPTIVE VERSION

Instructions for playing with the adaptive version were
the same as above, except that an extra paragraph was
added:

The agent adjusts to whether or not you take the
advice. If you take it, the agent will “take a step for-
ward” and give you advice more often. If you don’t take
it, the agent will “take a step back” and give you ad-
vice less often. The agent moves up and down between
two points. When the agent is furthest up/smallest,
it does not give any advice, and when it is furthest
down/largest, it always gives advice. Between these po-
sitions the amount of advice varies with the position:
the further down the agent is, the more advice it gives.
You can influence the agent’s position more directly by
placing the cursor on it and dragging it up and down.

APPENDIX B: QUESTIONS FOR TEST
PARTICIPANTS

The test participants answered questions one through
eight after both versions, while questions nine through
thirteen were answered after the version they played
last. For the second set of questions, more space was
left for filling in answers than is shown here. All texts
in the appendix have been translated from Swedish.

Answer to questions 1-8 on a scale of 1 to 5, where
1 means not at all/never/very bad and 5 means a
lot/always/very good.

1. How good would you say that the interaction be-
tween you and the agent was? 1 2 3 4 5

2. Did you think about why the agent suggested a cer-
tain move? 1 2 3 4 5

3. Did you wait for the agent’s advice before you
thought about what move to make? 1 2 3 4 5

4. Did you experience that the agent adapted to your
behavior? 1 2 3 4 5

5. Did you find the agent to be distracting? 1 2 3 4 5

6. How much help was the agent’s advice? 1 2 3 4 5

7. Did you experience that the agent behaved in a pre-
dictable way? 1 2 3 4 5

8. What was your overall impression of the agent? 1
2 3 4 5

Answer to the questions below with your own
words.

9. What did you think of the agent’s appearance?

10. Did you think that the agent should have had more
changes in facial expression? (For example, look
happy when it gets to give a lot of advice and look
sad when it does not.)

11. Have you used animated agents before this one?
Where?

12. Was there anything that was worse in this agent?
If yes, what?

13. Was there anything that was better in this agent? If
yes, what?
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