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Augmented Security

Philip Alm, Joakim Andersson, Axel Hellman, Henrik Josander, Andreas Mansson

Abstract

Guards in the manned security industry today are daily
facing problems regarding workload, time efficiency and
difficulties in localization. Modern technology has the
potential to reduce these problems and help guards in their

work life, thus reducing costs for security companies. One of

these promising technologies is augmented reality. We have
developed and tested a prototype for augmented reality to be
used in the manned security industry. The report includes
of building the
prototype, user testing and suggestions for the future. Results

theoretical background, the process
from the user tests suggests that using waypoints as symbols
in augmented reality guiding enhances situation awareness
and performance compared to arrows. Even though our

prototype shows the concept, we conclude that the
technology is not yet ready to be used in this line of work in a

real life scenario.

1 Introduction

Augmented Reality (AR) technology can work as a mean to
enhance a person's interpretation and perception of their
environment, and lets them interact with it by projecting
virtual information with the help of hand gestures into the
real world through computer displays (Liu & Seipel, 2018).
This augmentation could provide an increase in specific task
performances, a change in available useful information,
increased situation awareness, and have therefore attracted a
lot of research and potential application areas.

One of these industries is the security
Companies in the security industry have started to look into
implementation areas and concepts, that could be improved
by implementing new technology based around augmented
reality (Peter Andreasson, personal communication,
November 27, 2018). One area that has raised a lot of interest
is revolving the work of a security guard, and how their work
could be improved. Both when it comes to completing their
tasks, raise their situation awareness, and improve the overall

industry.

security revolving their work.

A guards’ work involves a tough and high risk working
environment, with difficult decisions and a demanding
cognitive awareness. After conducting
interviews with guards we have identified a couple of key
problem areas that characterize their work. There is simply
too much and too dense information connected to the object,
where the guard performs their patrol by walking around and

semi-structured

inspecting the area. This information consists of everything
from physical maps that are hard to interpret, with additional
sub information such as different types of alarms and
emergency areas, keys and pin-codes connected to different
doors, to a task list with a vast amount of individual tasks
that differs from object to object. All these problems boiled
down to the same conclusion in all cases. There is simply too
much to do, explore and keep track of, with too little time
and means to do it. Their current technology consists of
handheld devices in the form of a PDAs, radios, and physical
objects such as maps. These tools are simply not able to
provide them with the assistance they need. This is where the
new augmented reality technology comes in.

One of the problems with PDAs, even though deemed
convenient, is that they exist separated from their users in a
much higher degree than wearable computers such as an
augmented reality wearable display (Billinghurst & Starner,
1999). However, even if AR have been reported to be
accurate and have positive impact on high demanding tasks,
the final result will always be based on how well the
intended user can realize the systems intended use (Liu &
Seipel, 2018).

Our research goal has been to create an augmented reality
prototype that aims to solve the major identified problems in
a guards work listed above, and to present a possible solution
for future implementations and research, that would further
improve their work and awareness. The prototype have been
created for the Microsoft HoloLens, and user tests for testing
the prototype have been carried out and are displayed in the
paper. All the theoretical research and the design process that
the prototype is based on are listed and presented in the
upcoming chapters.

2 Background

Situation awareness (SA) has been identified as one critical
factor regarding performance in complex tasks (McKendrick
et al., 2016). Lack of SA has also been named one of the
major challenges in mobile collaborations in emergencies in
the security domain (Reuter et al., 2014, cited in Lukosch et
al., 2015). High situation awareness enhances performance,
although it does not guarantee successful performance
(McKendrick et al., 2016). Although a universally accepted
definition of SA still is nonexistent, SA can be explained as a
cognitive product of information-processing. It includes the
understanding of one’s environment and situation as context
for one’s actions (Lukosch et al., 2015). Endsley (1996)



identifies three levels of SA. The first level is the perception
of critical information, the second level
comprehending the meaning of the critical information and

involves

the final level is the ability to project this information into
the future. For someone to be completely aware of the
situation it is thus not enough to simply see or perceive their
environment, one must also understand the meaning of
critical information in the environment in regard to one's own
situation and future goals. Endsley presents a model of SA
(See figure 1). Simplified, the model shows how SA
(amongst other factors) leads to successful performance via
decision making. The second and third steps in SA is heavily
dependent on working memory to integrate perception of
critical information with other information, compare the
information with an existing goal state and project this
information into the future. Other factors that come into play
in this model are long term memory to help direct limited
attention, expectations that affect how information is
perceived and automaticity by reducing demands on limited
cognitive resources. However, it is important to point out that
the relation between SA and performance is a probabilistic
one. Good SA does not automatically lead to good
performance, but it increases the probability of good
performance, just as poor SA does not automatically lead to
poor performance.

Figure 1. A model of situation awareness (Endsley, 1996).

SA is thus highly dependent on attention and working
memory, much like mental workload. As an effect,
augmented reality has the ability to both reduce and enhance
SA depending on how it is used. Degradation of divided
attention due to cognitive tunneling may be a risk factor in
augmented reality. Optimal divided attention is accomplished
through rapidly shifting or splitting attention between
different inputs. Intense focus on a display when using an
augmented reality headset may instead lead to degradation of

divided attention by suboptimal allocation of focused
attention to different inputs in the environment. As stated
above, this is closely related to mental workload, which
refers to the brains’ limited capacity to process information.
Augmented reality can ease mental workload by reducing
information that needs to be held in working memory via
holograms directly in a user’s visual field, thus reducing time
and distance between visual fixations (McKendrick et al.,
2016).

McKendrick et al. (2016) set up an experiment to
compare navigation, SA and divided attention between
participants using either an augmented reality headset or a
hand-held display. Participants were to navigate around a
college campus, while experiment leaders assessed divided
attention through an auditory n-back test as well as SA
through questions regarding the surroundings. Pre-frontal
cortex activity was measured using portable functional near
infrared spectroscopy (fNIRS). The pre-frontal cortex was
chosen due to its functional relationship with working
memory, found fNIRS
measurements to be an adequate index of mental workload as
well as divided attention. Results from this study show that
the augmented reality headset reduced mental workload for

and former research has

participants while navigating. Both participant-groups
performed the task successfully, although the participants
using augmented reality showed superior working memory
recall. No difference in performance on the SA task was
observed between the groups, however, hemodynamic
differences were observed. The authors suggest that the
augmented reality technology still can be perfected to
enhance performance on SA tasks as well. One way in which
this might be accomplished is to reduce cognitive tunneling
by regulating the amount of unwanted attention capture.
Results from this study are in line with findings from
another experimental study, investigating augmented reality
as a user interface for the internet of things (IoT) (Alce et al.,
2017). The study examined three different augmented reality
interaction models for discovering and selecting IoT devices,
using the Microsoft HoloLens. One model showed the world
in miniature (WIM) and clustered icons together in real
space. A second model showed a floating menu showing six
different devices to select from on each page in a menu that
is fixed in the field of vision of the user. The third and final
model, the floating icons model, placed holograms in close
proximity to the actual devices that the icon interacts with.
Results show that participants completed the tasks faster and
more easily in the condition using a lower hologram icon
density level. This might be due to a high level of hologram
icon density increasing the amount of unwanted attention
capture, and thus increasing cognitive tunneling, as
suggested by McKendrick et al. (2016). Further findings
from the Alce et al. (2017) study suggests that with more
holograms and more devices to interact with, ease of use
diverge between different interaction models. The WIM
model seemed to stand out as difficult and time-consuming
to interact with when the level of hologram icon density is



high. This might be due to the fact that with a lot of
holograms to interact with, the WIM model, by its nature,
assemble a lot of holograms in the same space, making
selection and interaction harder. By contrast, the floating
menu model only shows six devices at a time, no matter how
many options there are. In this regard, most participants
found the floating menu model to be easy to use. The floating
icons model seemed to be the best model, from participants
responses to a post-test questionnaire, in terms of situation
awareness. Participants answered that they became more
aware of the real world in both the high and low icon density
levels when using the floating icons model in comparison
with the other two models. These results taken together seem
to suggest that not any one model is optimal in all situations,
but a fully developed AR-system should combine different
models for interaction depending on the situation (Alce et al.,
2017).

It might not come as a big shock that augmented reality
holds a lot of promise in providing assistance in tasks
without capturing too much attention, we would argue that
this is true only if the application and interactions are
designed in the right way. Too many holograms and
annoying interactions (Alce et al., 2017) might easily distract
a user and make the task harder to complete instead of
helping the wuser. Clark (2014) offers an interesting
discussion about how the world, or at least portions of it,
often is used as an extraneural memory store. To explain this
claim, the author uses the example of the expert bartender
who uses distinctively shaped glasses in specific arrays, as
memory cues to deliver complex orders in a noisy
environment with skill and accuracy. The bartender thus
makes use of both internal and external resources to
complete the task successfully. Without the use of these
external cues, performance among expert bartenders have
been shown to drop in experimental settings (Beach, 1988,
cited in Clark, 2014). The domain of cognitive technology
(as termed by Clark, 2014) involves not only brain and
external objects, but also our body as situated in a social and
cultural world full of props and aids. The idea is that the
brain does not function in a vacuum. It links patterns of
incoming sensory stimuli with associated information. We
can thus transcend the limitations of our own mind by
combining internal, neural operations with external props and
aids that help reduce complex problems to ordered sets of
simpler operations of the kind that the brain is more
comfortable with. Clark (2014) expands this discussion by
painting a picture of a kind of reciprocal evolution between
technology and cognition. The first generation of brains and
technology affects each other and cooperates to design the
second generation of brains and technology, which in turns
affects and cooperates to create the third generation and so
on. If this is true, it gives us reason to be careful and
considerate at every step of technological development to
optimize the cognitive/technological With
technology such as augmented reality at our doorstep, we
want to make design choices that lets the technology reduce

evolution.

complex problems to ordered sets of simpler operations. The
technology should provide cues and scaffolding and let the
brain do what it is good at, such as recognizing patterns. It
should strive to avoid providing the user with tasks that are
inherently difficult for the biological brain, such as
executions of long, arbitrary sequences of operations. To
once again return to the analogy of the bartender, the
technology should provide the bartender with distinctively
shaped glasses, ordered in helpful arrays and not just uniform
glassware that does not simplify the operations made by the
biological brain.

2.1 Measuring SA

There have been several proposed ways of measuring SA.
Some of these are indirect and some are more direct.
McKendrick et al. (2016) used fNIRS as a way of measuring
mental workload and divided attention. They also used post-
test questions to assess how aware of their surroundings the
participants were during the test. Endsley (1996) proposes
eye-tracking as a way of measuring how attention is
deployed in acquiring SA. These may be regarded as indirect
ways of assessing SA. More direct ways to measure SA can
be divided into subjective techniques and questionnaires
(Endsley, 1996). Subjective techniques involve letting an
experienced observer or the participants themselves rate their
SA. Although these techniques are fairly easy to use in
different settings, they can lack in validity due to their
subjective nature. Other standardized ways of measuring SA
directly have been developed (Endsley, 1996), such as a
modified version of the Subjective Workload Dominance
(SA-SWORD), or the Situational Awareness Rating Scale
(SARS). These techniques, however, are still subjective (SA-
SWORD), or developed primarily as an evaluation of air
combat operations (SARS). The Situation Awareness Global
Assessment Tool (SAGAT) has been developed as a global
tool to assess all three levels of SA (see figure 1. above).
The SAGAT has been used in several different domains and
has been shown to have high validity and reliability in
measuring SA. It involves queries regarding all levels of SA
by randomly pausing the test-phase to administer the
SAGAT. The pausing of the test-phase is done to overcome
the difficulty of memory decay over time if a questionnaire is
administered after the test is done. Although Endsley (1996)
argues that this is the best technique for measuring SA, it
does have its” downsides, the SAGAT has to be prepared for
the specific domain in which it is to be used by a detailed
analysis of SA requirements in the specific domain.

We have used the NASA Task Load Index (NASA-TLX)
for measurement in our user study. The NASA-TLX is a
multi-dimensional subjective rating procedure that gives a
overall workload score (TLX-score) based on six subscales.
These subscales are mental demand, physical demand,
temporal demand, performance, effort and frustration. A
second part of the NASA-TLX is available which entails
pairwise comparisons between each subscale. The NASA-
TLX has been widely used in numerous studies for



measuring overall workload and situation awareness (Hart,
2006).

2.2 Current Limitations

One serious limitation with the current version of the
Microsoft HoloLens is the users’ field of view that is
estimated to be about 30°x17.5° per eye, compared to the
human visual field of about 200°x130° (Kreylos, 2015). This
limitation is also mentioned by Alce et al. (2017) and it
means that the user has a very small part of the screen where
holograms can be seen and interacted with. When a user
turns his head so that the hologram reaches the edge of the
display, it is cut off and vanishes. This might interfere with a
users’ sense of object permanence as suggested by Kreylos
(2015). In real life, we know that objects are permanent even
when they are out of sight, placing an object on a table and
then turning your head away does not mean that the object no
longer exists. With the HoloLens, a hologram placed on a
table vanishes when the table is still in the human field of
view but out of the HoloLens field of view. The invisible
boundary created by the HoloLens field of view thus
interferes with the users’ sense of object permanence and
creates an unnatural sensation where the user has to turn
his/her head so that the hologram is in the center of the visual
field at all times not to vanish. The reason for this small field
of view might be both a problem of processing power as well
as an optical problem, either way it might be hard to solve in
the foreseeable future without using diamond instead of glass
if we are to believe Kreylos (2015). However, more recent
head-mounted AR-devices seems to have already overcome
this limitations. The Meta 2, for example has a field of view
that is about three times the size of the HoloLens (Odom,
2017). One of the downsides with the Meta 2 is that it is
tethered and must be connected to a computer via a cable
while using it. Thus, it is not optimal for our purposes and we
have instead chosen to use the HoloLens. However, this
development in hardware leads us to believe that future
devices will not suffer from the same limited field of view
that the current HoloLens does.

Another limitation mentioned by Alce et al. (2017) is the
amount of recognized hand gestures that can be used to
interact with the HoloLens. The HoloLens we are using is an
upgraded version but the possibilities of interaction are still
limited to voice commands, a clicker device and two simple
hand gestures. The two hand gestures are called bloom and
tap. The bloom is used for opening menus and exits the
current running application and is therefore not used within
the prototype. The tap gesture is the gesture that can be used,
it’s performed by pointing with your index finger and then
bending your finger in a tapping motion towards your thumb.
The In our current prototype, we have focused on forms of
interactions that avoid these limitations, such as voice
commands and image recognition that is triggered simply by
looking at an object.

3 Process

During the course of this project, the team has had a clear
design process in order to develop as great of a product as
possible. This process can be divided into three major
phases; the planning phase, the design phase and the
implementation phase. During early stages of development
the group focused on generating a large amount of different
ideas, whereas these were filtered and refined in later stages
of the project.

3.1 Brainstorming

Starting the project off, the group set out to generate a vast
amount of ideas. The focus at this point was not the quality
of the ideas but rather the quantity, which is certainly of a
quality in and of itself - at least in the beginning of a project.
The “good” ideas, meaning the ideas that shows the most
promise after extensive discussion, can be picked out and get
refined in later stages of the project. The idea generation was
done by using the specific method of brainstorming called
“brainwriting”, which is a method of generating a diverse
amount of ideas that has been analysed and elaborated on by
all the members of the group. The way it works is that all the
group members, which in the case of the project group was
five individuals, have five minutes to write down three
different ideas. When the time is up, these ideas are then
passed on to the person next to you and the timer is set for
another five minutes. The participants can at this point either
elaborate on the ideas given to them, or write down new
ones. This is repeated until every participant has written on
every paper. The major advantage for this method of
brainstorming, which is especially useful for this course, is
that it benefits from having participants from different
backgrounds and past experiences, such as studying different
programs. This advantage is of course that the method
encourages the exchange of knowledge between participants
as well as the elaboration of ideas that could otherwise have
been useless without further examination by different
thinking individuals. The following two images, figure 2 and
figure 3, are examples of the brainwriting session:

Figure 2. First paper from the brainwriting session



Figure 3.Second paper from the brainwriting session

The result of this brainwriting session was then categorized
by use of an affinity diagram. This was done to make it
easier for the group to analyse, combine and otherwise refine
the generated ideas. The outcome of the affinity diagram can
be summed up by the following categories:

1. Checklist
Patrol checklist: A checklist that keeps track of a
guards patrol and makes sure that all mandatory
parts of the specified patrol is fulfilled.
Checklist combination: Instead of having a pure
checklist that is more or less just a hovering HUD,
could it be integrated with anything else in the
virtual space? For instance it could be combined
with a map.
Progress bar: Some indicator to show the user how
far they have come and how much is left, in order to
adjust the speed of the patrol accordingly.
“Gamification”: Take ideas from the game
industry and apply that to the checklist, such as
achievements and the like.
Timer: Timer to tell how much time the guard has
left to finish the patrol.

2. Map
Patrol map: A map that shows objectives such as
doors that needs locking, alarms and sensors. The
map could be in 3D, a virtual display on the users
arm or as a HUD in front of the user.
GPS functionality: Guidance to objectives in the
building and navigation while driving to a building,
all done by showing the user around in augmented
reality by arrows, lines or “waypoints” for example.
In addition, this function could include the

possibility to see the distance and the estimated time
to the objective.

Emergency mode: Show important information to
the user in case of an emergency, such as first-aid
kits or escape routes. This can be seen in the users
field of view or on a map for example.

Minimap: The ability to show a minimap of the
surrounding area, not only as a way of showing the
buildings different floors and its layout, but also as a
way of showing where the guard should go next by
integrating it with the GPS function.

Options

Customization: Ability to add or remove functions
that the user might deem useful or unnecessary.
Choice of how much guidance in the form of
arrows, lines or waypoints is wanted and how
transparent these features, among other, should be.
Modes: Depending on what kind of job the security
guard is doing, differents customizations might be
preferred. For example, a user might have a driving
mode and a patrol mode.

Profiles: Different users could use unique profiles
that saves for example settings, customization
options and saved modes.

Security and deviations

Communication with headquarters: Ability to
quickly connect real time with the central
headquarters and communicate via speech or text,
dependent on the urgency. Get auditory and visual
feedback from the headquarters. Used for both
informative reports and personal security.
Deviation detection: See if a deviation has
occurred, such as an unlocked door that should be
locked. Ability to easily make a report on the
deviation with voice recognition and pictures taken
with the HoloLens, as well as audio and video
recordings if needed.

Highlight important objects: Objects and items of
interest to security could be highlighted, such as exit
signs, fire extinguishers and first-aid kits, thus
making them hard to miss.

“Threat-level”: A comprehensive function that
detects the level of threat of different scenarios,
buildings, rooms and individuals. With buildings
and rooms, the idea is to automatically surveil areas
with security cameras and detect such things as
abnormalities and movement in order to determine
if a room might be more dangerous than usual and
should be searched as such. This information would
be shown before entering said building or room.
With people, the headset could detect the individual
and see if they equip some sort of weaponry or
mask, as well as identify the person and make sure
they are permitted in the area and rate their threat



level accordingly. This could be displayed above
that person. A function like this would of course be
hard, if not impossible, to implement with today's
technology but maybe the technology of the future
is good enough to make such function a possibility.
Video feed: The ability to take control of security
cameras and see what the camera sees, in order to
safely inspect and determine the safety of an area.
The camera could be used as the users second pair
of eyes, and would be controlled by moving your
head and seeing the information almost as if it was
virtual reality.

Panic/emergency button: A button or otherwise
accessible way of triggering an “emergency mode”
in which the headset starts recording both video and
audio, automatically connects the guard with the
headquarters, and tracks the location of the guard.
Another way of activating this mode could be if the
headset detects an abnormal amount of velocity that
would occur if for example the guard falls over or
gets hit in the head. The headset would in this case
then automatically go in to the emergency mode
within a short timeframe if this is not aborted by the
guard as a miscalculation.

5. Information
Database of keys and codes: Show what kind of
key or key code is necessary to open a lock. If a key
is needed, it could be a 3D representation of said
key that is shown in order to make it easier to
identify and compare. A security guard today can
have a key ring with a large amounts of keys and a
log of different key codes, this would make the
process of opening locks a lot more efficient.
Night/thermal vision: If a specialized headset was
created specifically for security guards or similar
personnel, it could include features such as night
and thermal vision in order to heighten the situation
awareness, and make it easier to find and identify
living creatures, whether it is humans or other
animals.

3.2 Personas

After our initial brainstorming we went ahead and created a
single pair of personas, displayed in figure 4 and 5 below.
The personas aims to give us some guidance regarding what
a person with exaggerated personality features would think
of our prototype. When creating our pair we therefore tried to
get a wide spread when it came to all aspects of their
personalities and life situation. By creating the fictive pair we
could both get insight into what these people would need
from our prototype and how they would regard it. It also
served the purpose of making the intended segment of
security guards more alive in the project, and worked as a

guiding tool during the actual implementation of features and
functionalities.

When creating the personas it's important to make them
as alive and realistic as possible. By creating a fictive
background and life situation, we could relate more strongly
to the characters and have them in mind during the whole
project. After our discussion we decided that the most
important information to include in our personas would
consist of their work and technology experience, behavior,
age, and acceptance level of new technology. Their life
situation and personal life was created in line with best
practises but could be excluded. Another area of use for the
future would be the possibility to create fictive scenarios
based on our persona pair.

Bengt

Residence: House owner outside the city.

Family: A wife and two teenage girls along with the family
dog.

Age: 52

Work Experience: Long experience, been around since
everything was paper and analogue based.

Behavior: Very routine driven and precise in his analogue
working method.

Level of motivation: Believes everything has always
worked, but has gone through some changes with a positive
attitude after the initial phase.

Technology experience: Has some basic IT experience but
doesn't usually seek out new technology by own will.

Figure 4. The first persona Bengt



Adam

Residence: Recently moved out of his parents house into his
first apartment in the inner city.

Family: An older sister and his two parents.
Age: 20

Work Experience: Short experience, recently graduated
high school.

Behavior: Insecure in his own capabilities and tends to
recheck his own work multiple times.

Level of motivation: Always open for new suggestions that
could improve his work and everyday life.

Technology experience: Extensive technology experience
since early childhood. Loves to try new technology but has
never tried AR before.

Figure 5. Second persona Adam

3.3 Interviews

There were several purposes behind conducting interviews.
The different work segments and persons we have been able
to interview consist of two guards, the CEO and CTO of
Blue Mobile Systems (a software development company for
guards and security solutions), three employees at AXIS
Communications and two of their AR developers. In addition
to this, we have also had a quick discussion with three
additional guards about the idea and our suggestions.

Security guards

First of all we needed a better understanding of the everyday
work situation and routines of an actual security guard, and
what scenarios they might encounter. Without a clear
understanding of their work, we would have no validations

behind our initial ideas and functionality suggestions. We
would also easily have missed major problem areas we might
have overlooked. We therefore held two separate semi
structured interviews with two different security guards. The
interviews were focused on getting to know their work, the
problems that existed in it and where they thought AR or
additional technology might be able to help. After these
points we explained our ideas and suggestions to get to know
their reactions and if they had any feedback or saw any
problem with them. The order of the interview was very
important to us. Just like we didn't want to have a too narrow
mindset when we brainstormed our ideas, we ourselves didn't
want to affect the guard or guide them towards our ideas
initially. This could have narrowed the information we
received and left out valuable lessons or information.

After the interviews it became clear that there were major
problem areas in their everyday work that were in line with
our suggestions, but three functionalities stood out as the
most important ones to the guards. A guiding system inside
the object, some way of keeping track of all their tasks in a
more manageable way than memory or paper form, and a
way to solve the problem regarding what key or pin code to
use at a specific door. These three functions therefore
became our top priorities.

Blue Mobile Systems

In addition to understand what the security guards do on a
daily basis, we also needed a better understanding of their
equipment and its problems if we are supposed to be able to
improve it. We conducted an interview with the CTO and
CEO of Blue Mobile Systems (BMS). The CEO brought the
experience of 1200 plus hours with following guards and
conducting structured studies regarding their problems and
categorising them. Something that the company Ilater
analyzes and try solving with the help of applications.

In addition to the information about the work of a
security guard and their equipment, he provided us with
useful information about the leaps of effectiveness that has
occured when guards switched from pure paper form to
handheld devices. He was also a firm believer that AR could
be the next leap, but that we are not there yet. A final note
was the agreement that showing the way for a guard is the
single most important feature to implement and solve.
Besides the telephone interviews with BMS, we also visited
the company's headquarters in Gothenburg to further discuss
our prototype as well as getting hands on experience of their
products.

AXIS Communications

A meeting was conducted with three employees at Axis
Communications to discuss ideas regarding our prototype.
They also put us in contact with two AR-developers that we
conducted an interview with.

From this interview we got a host of implementation
pointers and tricks that we will mention in the development



chapters. They recommended different techniques and tools
that we could use to help our development, things like the
Mixed Reality Toolkit (MRTK) which is a Unity package
containing premade functions and scripts specifically for the
AR. How we could use the HoloLens for room scanning and
tips for how we could match the AR worldspace to the real
world one. The key takeaway from this interview was to
focus on a few functionalities for our first prototype and
leave the rest for future versions to come.

3.4 Conceptual model and Lo-Fi

After the brainstorming and interviews we had a clear idea of
the three most vital functions to implement. But even though
we knew the chosen features would be a guiding system, a
key/code supporter and a checklist, we all still had different
ideas what exactly these features meant, and how they could
be designed. The next step was therefore to ensure we all had
the same conceptual model in mind. According to Norman
(1988), a conceptual model is a correlation between
affordance, constraints and mapping of interaction with an
object in mind. In our case the conceptual models will reflect
how each of us in the group have thought to create this
correlation with our application, the users perception of
interaction and physical interface choices.

To describe our different conceptual models we both
discussed and used lo-fi models to describe our individual
concepts to each other. We could then merge all of our best
ideas into one final concept that we were going to
implement. We did this for all of the three main functions. It
was a challenge to illustrate how things were going to work
in augmented reality with a low-fi model, so the discussions
around them were just as important.

We realized right away that we had different ideas on
how to implement a guiding system for both of the guiding
concepts. One concept consisted of guidance using a map
and the other was to have something in the floor that showed
you where to go. We realised that the second option utilises
AR by guiding the guard without being the only focus in the
field of view (FoV). We therefore believe that this solution
will have a lower impact on the users workload memory and
an improved SA. But we still had different ideas how to
implement and design this. The three main options consisted
of guiding arrows, a line, or a small circular object we have
chosen to call waypoints. An advantage with arrows is that
you can clearly show the direction. The idea with the lines
could be good from a design perspective but we realized that
it would be harder to implement in our prototype. The final
idea is guiding with waypoints. The advantages with
waypoints is that it is easier to place since we do not have to
consider direction when placing them. We believe that
another advantage might be that waypoints motivates the
user placing them to do so more often than they would with
arrows. However if that is the case is not tested. It can also
be viewed from a steeper angle since it is a higher model
than the arrow. This is useful when guiding a guard up a
staircase. The advantage that arrows show direction could

also be added to waypoints by animating them. Another
reasoning behind our decision is inspired by the gaming
industry. Their idea of guiding in a virtual environment is
similar to ours in the real world. Since we don’t have any
concrete sources of what option would conclude in the best
result, we therefore decided to implement both arrows and
waypoints, to test the difference. Since the solution with line
requires a completely different implementation testing this is
out of this projects scope. With a common ground for how
the first feature would look we moved on to the next.

The second main feature was the key and code support
functionality for locked doors. Just like our previous feature
we all had different understandings of how it could be done.
From our interviews we learned that the patrolling guards
have to learn which key goes to which door. This is also the
case for larger buildings where there are over 25 different
keys for all the doors. However, we also learned that none of
the patrolling guards would like any large distractions during
their whole patrol when they try to find the information. This
is something very understandable since using any complex
system would negatively impact the users
awareness by having to work through menus or searching for
which code or which key fits to what door. Therefore we

situation

decided to keep information close to where it is needed, and
designed a hologram that would emerge from the door when
the user looks at it. The idea is that when the guard arrives to
a locked door, they shall only need to look at the door and a
hologram emerges from it displaying information on how to
get through it. What key is used, what code to use, or what
keycard is needed (see figure 6).

Figure 6. Lo-Fi on how key codes and keys can be displayed at
a door.

The final major feature that is going to be implemented in
our prototype is a checklist. With the information gathered
from the interviews we started on a lo-fi for how the
checklist could be implemented. However, we didn’t want to
commit to a solution before visiting BMS and checking out
what their current checklists looks like. After visiting BMS
we made some small tweaks to make the checklist more
familiar for guards but still work in AR. The final design
combined the second main feature and our first preliminary
checklist design (see figure 7). This checklist would appear



outside of rooms that contain new tasks on the guards route.
It displays the current progress, a list of tasks, time and if
needed to gain access to the room it displays what key or
what code the door needs. We decided that we wanted to
only show the task that the user currently needs. We do so by
displaying the task right as you enter the room where said
task are to be performed. This should in theory reduce the
mental workload as discussed in section 2 and therefore
enhance the guards situation awareness.

Figure 7: Lo-Fi on the checklist combined with key

3.5 Hi-Fi and Development

With the results from the brainstorming, interviews and Lo-
Fi discussions the development could now begin. For starters
the challenges were about developing for Microsoft
HoloLens using Unity. The technology is still not mature and
there is still low support for development compared to
development for regular displays or head mounted virtual
reality displays. The HoloLens runs on Windows 10 and a
holographic processing unit. To deploy Unity projects to the
HoloLens, some tools are necessary. First, a correctly setup
visual studio is required. The installation of visual studio
requires the right options checked, for example usb
connectivity to be able to transfer files to the HoloLens.
Furthermore the software development kit (SDK) that visual
studio uses have to be one that is supported by windows
mixed reality which is not always true for the latest SDK.
Unity also needs to be setup with the right build and player
settings to be able to run the application on a HoloLens. With
the right version of Unity with correct settings and visual
studio correctly setup we could now build and deploy a
solution from Unity. To do so a couple of steps are
necessary. First Unity needs to build a visual studio project.
This project can then be opened with visual studio to be able
to build an Appx which is an application package ready to be
distributed. The Appx can then be deployed to the HoloLens
which can install and run this format. This process then have
to be repeated every time you want to test your current build.
Luckily there is tools to make the process a little bit easier
and one of them is MRTK. The same process still runs in the
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background but every step can now be made within Unity.
MRTK also contains support for basic functionality such as
voice speech input recognition, gaze control and gestures.
This toolkit was highly recommended by the developers we
got to interview through Axis. We therefore decided to use
MRTK for our Hi-Fi prototype. A small difference in the last
step to deploy the solution is that the MRTK uses the
Microsoft device portal to connect with the HoloLens, this
requires different credentials than the direct connection with
usb and a pin. We had some initial problems with this but
once the right credentials were set up this solution was much
simpler than what needs to be done if you do not use MRTK.

Once everything was working we could start
experimenting with our test environment. In our test
environment we implemented the basic functions we knew
our prototype was going to use later on. These functions
were voice control, gaze control and gestures. To implement
this using MRTK was fairly easy wich made using the tool
an even better decision. In our test environment we could
now switch colors on three different spheres by looking at
the one to change and saying an added command like “red”,
“green”, “blue” or “reset all” to reset all spheres back to
white (see figure 8).

Figure 8. Voice command test environment in the
HoloLens.

Another functionality we wanted to get working was image
recognition. In the beginning we wanted to use this for most
of our functions. We had the idea of placing pictures on the
floor to trigger the guiding system but we later decided on a
better solution that will be further described in the next
paragraph. We also wanted image recognition to display
information upon arrival to a new door. To get image
recognition we used the tool Vuforia which supports
development in Unity. Vuforia allows you to create a local
daabase With images and the features of those images. With
access to a camera Vuforia can then find these features and
display a 3D object relative to the position of those features.
We finally decided on a much better way to implement
the guiding system, by having the user first place the
holograms that was later going to be followed. This is done



by saying the word “place”. This places a hologram at the
cursor which follows the users’ The hologram
represents a 3D model of a waypoint that is one of our

gaze.

custom made 3D models used for the application and can be
seen in figure 9. To make the placement easier we added tap
to move functionality to these objects which allows the user
to perform the tap gesture once to to start moving the
hologram and then once again to stop moving it. We also
added the command “remove” to give the user that places the
guiding full control. The model can also be changed to be an
arrow. The model is changed by using the voice commands
“waypoint” or “arrow” (see figure 10). This solution turned
out much better than the original idea to have images trigger
guiding. The holograms are with this solution visible from
every angle. With the picture triggering guiding this would
not be possible. We still want to use Vuforia’s image
recognition to display information upon reaching a door.

Figure 9. Waypoint guiding system in the HoloLens

Figure 10. Model of a waypoint and an arrow.

Upon reaching a door that either needs to be unlocked or
have tasks that for the user perform a GUI is shown. The
GUI contains information on how to unlock the door and or
what tasks that should be performed within the room the user
is entering. The unlocking method shows whether the door
should be unlocked with a key or a code. If a code is needed
it will be shown in the GUI (see figure 11).
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Figure 11: The GUI that is shown at a door.

During development testing we figured that there could be
some distance between the door hologram containing the
tasks and the physical tasks themself. That would mean that
the guard could forget what tasks there is to complete in the
room. However we didn't want to obstruct the users field of
view by clotting it with information that the user might not
want to see at all time. Therefore we created a solution so
that the user can summon a smaller hologram containing the
current task, we called this the gadget.

The gadget is a unique image that the user wears on their
wrist and when detected by the HoloLens creates the task
hologram (see figure 12). With this solution the guard can
choose when to summon the task to receive information and
when to not.

Figure 12. Wrist gadget.

The gadget only shows one task since it’s a small GUI and
text is not always easy to read on a HoloLens. To go to the
next task the voice command “next” is used. This shows the
next task in the gadget and changes the text of the task to be
green on the door GUL. It’s also possible to use the command
“back” to go to the previous task.

Right before testing we found a big issue that needed to
be solved for testing to be possible. When using the
HoloLens, especially when switching user frequently, the



HoloLens lost tracking of the room and all holograms shifted
in position. To solve this we added an anchor that all
holograms are connected to. Therefore when this problem
occurs, only the anchor needs to be set in place. This is done
by initially deciding on an origin position and saying the
voice command “set”. When the HoloLens then loses
tracking the position is reset to the origin position by going
back to the chosen origin position and again using the voice
command “set”.

4 User Testing

This section describes the user tests that were conducted.

4.1 Participants

The participants consisted of 20 people, 8§ women and 12
men, aged 24-60 (M = 29.85, SD = 11.15) from Sweden. 3
participants had tried head mounted augmented reality
before, and 17 participants had never tried head mounted
augmented reality before the test. The sample was selected
through convenience sampling.

4.2 Material

The main hardware used in this study was the Microsoft
HoloLens. The Microsoft HoloLens is a head mounted
augmented reality device. The HoloLens is completely self-
contained, meaning that there are no wires, external parts or
need for a connection to a phone or PC (Microsoft, 2016).
This creates a very mobile device that suits the needs of a
working security guard. Besides the HoloLens and the
displayed holograms we used three A4 papers with printed
pictures of a red warning triangle symbol for participants to
locate during the test, and two small papers, one on the arm
displaying the current task (the gadget), and one placed
outside the lab displaying all tasks. An electric fan and a
small, red, LED-light was used as objectives in the tasks
during the test. Participants signed an informed consent form
on a paper and wrote down their participant ID,
demographics and the amount of warning symbols they saw
on another paper. A laptop was used for the participants to
take the NASA-TLX test (Sharek, 2009).

4.3 Procedure

All user tests took place in the Virtual Reality lab at the
Department of Design Sciences in Lund. All participants
signed an informed consent form as well as a pre-test form
for demographics, experience with head mounted augmented
reality and their profession. We also controlled for use of
glasses, all participants that normally would wear glasses did
so during the test. After filling in the pre-test form,
participants read the instructions for the test (see appendix 1).
We employed a within subjects design, each participant first
did a trial with either holographic arrows, or waypoints as
guidance, and then a second trial with the remaining
holographic symbol (see figure 10). We alternated the
guidance symbols each participant began with between
arrows and waypoints to control for training effects. When
beginning the first trial, the participants stood in a
predetermined spot outside the door of the virtual reality lab.
They received a Microsoft HoloLens, a keycard to the door
and a paper strapped to their wrist (the gadget) with a
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“AEGIS Holographic” logo (see appendix 2) that displayed a
hologram of their current task during the trial. The
participants were instructed to look at a “AEGIS
Holographic” logo next to the door to receive a hologram of
the code for the door as well as a list for all tasks they had
during the trial. When entering the virtual reality lab, the
participants were guided by either holographic arrows or
holographic waypoints, depending on trial, through the
virtual reality lab. All participants had two tasks during the
trials, the first was to turn of a fan halfway through the
virtual reality lab, after doing this, participants had been
instructed to look at their current task hologram and say the
voice command “next”. This instructed the HoloLens that the
first task had been completed and the current task hologram
was updated to the next task. The second and final task in the
trial was to turn of a small, red light, placed at the end of the
route inside the virtual reality lab. After completing this final
task, participants had been instructed to again use the voice
command “next”, upon which the current task list was
updated and instead displayed “all tasks completed”. This
meant that the trial was completed and the participants could
remove the HoloLens and return to the test leader. During the
trials, three warning symbols printed on paper were placed
around the reality lab. Participants were instructed to be
vigilant and note how many of these they saw during the test.
The warning symbols were constantly placed at the same
spot during all the arrow trials and switched to another,
constant spot during all the waypoint trials. The test leader
timed each participant during each trial. Between trials,
participants wrote down how many warning symbols they
noted and took the first part of the NASA-TLX. After this,
participants did the second trial in which placement of
warning symbols were switched and the guidance symbols
were switched from arrows to waypoints or vice versa. After
completing both trials, participants wrote down how many
warning symbols they saw in the second trial, took the first
part of the NASA-TLX a second time, and answered semi
structured interview questions (see appendix 3).

4.4 Hypotheses

Our first hypothesis is that participants will perform better in
the waypoint trials than in the arrow trials, meaning that they
will notice more warning symbols in waypoint trials than in
the arrow trials. Our second hypothesis is that participants
will prefer waypoints over arrows, meaning that they will
have a lower NASA-TLX score in the waypoint trials than in
the arrow trials and subjectively prefer the waypoints when
being interviewed.

5 Results

In line with our first hypothesis, frequency of found warning
symbols was significantly higher in the waypoint trials than
in the arrow trials, exact binomial p = .039.

A paired-samples t-test showed no significant difference
between time for the waypoint trials (M = 83.85 sec, SD =
25.03 sec) and time for the arrow trials (M = 93.05 sec, SD =
23.54 sec), t (19) =1.632, p=.119.

Contradictory to our second hypothesis, a paired-samples t-
test showed no significant difference between NASA-TLX
scores for the waypoint trials (M = 19.63, SD = 10.59) and
for the arrow trials (M = 22.50, SD = 16.03), ¢ (19) = .65, p =
.523.



Further, paired-samples t-tests for each NASA-TLX  found 0, 1, 2 or 3 warning symbols during each trial, where
measurement showed no significant difference between the  three symbols were the maximum.
waypoint trials and arrow trials (values displayed in Table 1).

Table 1. Values for paired-samples t-tests between waypoint trials
and arrow trials.

Figure 13 and 14 (see appendix 4 &5) below represents a
boxplot of each NASA-TLX subscale score for the two
different trials, where the lower and upper quartiles are
represented by the box, and the whiskers represents the min
and max values.

Figure 15. Total number of warning symbols the participants found

Figure 13. Boxplot of NASA-TLX Arrow trials subscales

Figure 16. Number of warning symbols found during Arrow Trials

Figure 14. Boxplot of NASA-TLX Waypoint trials subscales

A total of 60 warning symbols could be found for the
twenty participants during each trial. Figure 15 displays the
total number of warning symbols found during the user test
for each trial. Figure 16 & 17 displays how many participant
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Figure 17. Number of warning symbols found during Waypoint
Trials

The interviews resulted in the following subjective data.
When asked about hardware and software problems the
following problems were brought up: 8 participants found the
headset uncomfortable, 14 stated they had problem with
tracking, 5 mentioned low FoV, 7 experienced blurry text in
the GUI, and 2 said they had problems with voice
commands. When questioned if the holograms
distracting we found out that: 7 out of 20 participants found
the holograms distracting, where 4 of them specified that it
was worse with arrows. Everybody stated they understood
both the GUI and the test leader. When asked if they prefered
15 prefered arrows, 3 prefered

were

arrows or waypoints,
waypoints, and two had no preference.

6 Discussion

The main goal for this project was to develop and test an
augmented reality prototype for use in the manned security
industry. Our user tests focused on investigating the
difference between two different types of guidance symbols.
The reason for choosing this as our focus in user tests was
that initial interviews with guards working in the industry
identified guiding as one of the biggest problem areas that
augmented reality could help solve. Results from our user
tests showed that 75% of participants preferred arrows as
guidance symbols over waypoints in post-test interviews.
This stands contrast second hypothesis.
Furthermore, we found no significant difference between
NASA-TLX scores for waypoint trials and for arrow trials.
Interestingly, in line with our first hypothesis, participants

in to our
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noticed significantly more warning symbols in the waypoint
trials than in the arrow trials. We would argue that this has to
do with the participants” situation awareness. As discussed
above, SA has three levels: perception, comprehension and
projection (Endsley, 1996). As for the first level of SA,
perception of the guidance symbols might not be any
different between arrows and waypoints. For the second and
third levels of SA however, comprehension and projection, it
might be that participants comprehend the arrows as
suggestions to simply move in the direction of the arrow.
Projecting this information into the future could mean that
the goal is to simply keep moving forward as long as there
are arrows suggesting this action. This could create a sort of
cognitive tunneling as discussed above (McKendrick et al.,
2016). With the waypoints however, the information is more
ambiguous, meaning that participants use the waypoints as
guidance help when needed, but without losing track of their
current tasks and SA. In short, the waypoints created less
cognitive tunneling, allowing participants to perform better.
This might happen completely implicitly, without the
participants actively thinking about it which could explain
why participants still preferred the arrows over the
waypoints, even though they performed better (noticed more
warning symbols) in the waypoint trials. We also timed all
participants in all trials. Although we did not have any
explicit hypothesis about time, we noticed in our user tests
that participants seemed to complete trials faster in the
waypoint trials. Although participants had a faster mean time
in the waypoint trials, we found no significant difference in
time between waypoint trials than arrow trials.

During user testing and development we ran into a lot of
difficulties due to hardware restrictions. Some of the
problems we were able to solve by adding functionality to
our prototype, but some of the problems will remain until
new better hardware comes out. The first thing we all noticed
when using the HoloLens for the first time where the small
FoV. This was something that was also brought up by 5 of
the participants although all participants didn’t realise that
the hardware were the limitation. A hardware problem that
we were able to solve with a feature was the loss of tracking.
It’s nowhere near completely fixed and in a real life scenario
our fix is not sufficient. When the HoloLens loses tracking
the user can reset anchor and fix all the holograms positions.
This works when demonstrating a small demo area, even
though it comes with some frustration since the user has to
go back and restart. Luckily we implemented this feature
before the testing which would not be possible otherwise.
This feature had to be used a lot during testing and 14 out of
20 participants complained about the loss of tracking during
the user test. If a guard would need to go back to reset the
position even once during a patrol, the application would not
be usable since the guard already is pressed for time. Another
hardware problem is how poorly the HoloLens performs in
low light. When the lighting is bad the hololens have troubles
recognising the area and therefore loses tracking which leads
to the holograms being in the wrong place. This is not that



big of an issue when testing out a prototype to show a
concept, but again, if it were to be used in live scenarios with
an actual guard, this problem would be huge since a lot of the
patrolling is done at night.

Problems with development tools were also present
during the project. The major factors were getting the
development environment correctly setup, which meant
getting the correct Unity version and all the necessary
dependencies according to Microsoft's HoloLens Guide
(Zeller, 2018). For instance, it was very important to have the
correct SDK for a certain Unity version or else it wouldn’t
compile. This is something we weren't completely aware of
and working on a shared workstation meant that people
would update Unity and add dependencies that fit their
project, which meant that each time we returned to the
workstation our project won't compile if someone updated
Unity.

Even though we managed to solve and workaround many
of the problems we faced during the development of the
prototype, there were still some major issues that we couldn't
figure out or didn't have time to investigate. Problems that
could either be software or hardware related. The previously
mentioned problem with loss of tracking might be possible to
fix or at least minimize the occurrence by using different
tools, or make your own code for scanning a room. Another
problem is that the prototype runs slow and voice commands
are therefore delayed. In some cases this leads to the user
saying the voice command again triggering it twice. We
therefore added a command “back” to go to the previous
task. If this problem is due to too many voice commands, too
many holograms, too many images to recognize, or slow
hardware is not known. In reality it’s probably a combination
of everything listed, meaning that improvements can be
made but the problem won’t go away entirely until new
hardware comes out. An option here would be to use the
Meta 2 we briefly mentioned earlier. It’s tethered to a PC and
uses the PC’s hardware for processing. This would give a
much faster prototype but add the limitation of being forced
to carry a computer.

When analysing the interview we noticed a problem that
we haven't thought of before. Only two participants actually
complained about it, but during the testing, most of the
participants could not get the voice recognition to work.
Some of them could not get it to work at all. This is highly
dependent on the users accent. However, this was not
explicitly tested since a user can perform all tasks without
using voice commands. We believe this is the reason why so
few mentioned the problem even though it was a problem for
most.

Another point that was mentioned by the participants was
that 8 out 20 participants thought that the headset was
uncomfortable to wear. They thought it was heavy, bad
weight displacement and didn't work well with glasses. On
the contrary this was the first time most of the users tried on
the headset and might be something a person could get used
to after longer usage. Another problem that was mentioned in
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7 test is that the text was hard to read. This might be linked
to the fact that it was first time users. It might be that the
headset is not properly on as this can lead to blurry
holograms, or that we are using to small texts in our
prototype. It would seem as its the first case since none of the
users complained about the text size.

7 Future prototype versions

The Hi-Fi prototype as of today has focused on three main
features, which has been described throughout this paper.
These features being:
1. Navigation through waypoints
2. A checklist system that is shown in full detail on
real life elements such as doors as well as in a
scaled back form on the users arm
3. A system for showing the keys and key-codes for
different locks

If more time were to be given to this project there is a whole
lot of features we would want to see implemented in order to
make the application more comprehensive, and viable for
real life situations. In the section “ 3.1 brainstorming” we
described an array of different idéas that were possible
implementations if time allowed it, and it was feasible in a
technical sense. Though, in order to not get too attached to
old idéas, we instead list what we believe the current
problem areas of the prototype is, as to promote future
brainstorming sessions around these areas. The following
subsections describe problem areas we would like future
versions to solve in descending magnitude of priority, the
first one having the highest priority.

7.1 Users missing objectives and tasks

In the prototypes current state there is no visual indicator
specifically showing the user where a task is to be
performed, other than the waypoints leading up to said task.
As a consequence, users may miss important objectives and
tasks. There are plenty of solutions to this problem, one may
be to alter the colour and size of the waypoint next to the
objective so that the user know this position is of importance.
Another solution could be to highlight the objective itself
with a hologram, which could also be used in combination
with the aforementioned example. This has a high priority
due to how essential it is for a guard to be able to
consistently solve tasks without major problems in order to
not lose time or concentration. Furthermore we see this as a
problem that would be easy to fix, and fast to implement, as
it is just an extension of an already implemented feature.

7.2 Safety and deviation features

In the development of the current prototype we unfortunately
had to forgo implementing features that would be essential
for the real life work environments of a guard. Guard safety



and deviation detection are problems we chose not to
implement but which are very important. More specifically
the problems include for example not being able to see where
general but important objects are, such as fire extinguishers
or first-aid kits, which in a future version might be
highlighted and shown through walls. Furthermore we see a
problem regarding the guards personal safety, if the user is
being attacked or is otherwise feeling unsafe there should be
a feature to alleviate this as much as possible, for example
there could be an emergency or panic mode where the
headset might start recording both video and audio,
automatically connect the guard with a headquarter, and
track the location of the guard. Regarding communication
between the guard and a headquarter - not being able to
connect with a central headquarters and communicate with
them is also a problem, for example in order to get help or
give informative reports. Lastly there is the problem of
deviation detection, meaning we would like a feature that
makes it easy for a guard to find things that are out of the
ordinary so that this could be checked out.

7.3 Keeping track of time

Currently, if a user wants to keep track of the time they will
have to look at a separate unit, such as a smartphone. This is
something we instead would like to have implemented in the
prototype, as looking at another unit will lower the users
situation awareness. Though, just adding a clock that is
permanently hovering in the users field of view will most
definitely be distracting and would therefore defeat the
purpose. Therefore an idea could be to show the time in
combination with the checklist. Furthermore some sort of
progress bar could also be implemented to be used in
combination with the clock in order to improve time
management. This is a concept that was nearly implemented
in the current version of the prototype, but got postponed due
to time restrictions. Therefore the concept art is already done,
as can be seen in Fig. 7, which would make the actual
implementation of a feature like this easier.

7.4 Different users/use of features

The last problem is not really a problem as such, but rather
an improvement to the users experience. In order to create a
better user experience, we would have ideally liked if there
was some sort of customization option, where for example a
user could specify which features is active as well as what
colour or how visible certain Ul elements An
experienced guard might feel like some features are
distracting, an inexperienced guard might want as much help
as possible, and a colour blind guard might want to change
the color of certain Ul elements. This could be developed
even further with the inclusion of “modes”, for example a

are.

driving mode and a work mode, where a certain set of
customization options could be turned into a mode. Further,
profiles could be added in order to create an even more
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personalized experience. In the personal profile all your
current customization settings and modes could be stored.

8 Conclusion

With all the problems discussed, we’ve concluded that the
hardware is not ready to be deployed to patrolling guards.
Despite this we managed to implement our three stated
prioritised functions that is guiding, checklist as well as key
and code assistance. However, the prototype can be
improved to demonstrate the concept better as well as
making it more viable for a real world application by adding
new features, such as safety and deviation features as well as
customization options, and by making improvements to the
currently existing features.

The results from our user tests suggests that guiding the user
with waypoints instead of arrows enhances the user’s
performance. Thus, we suggest that waypoints should be
used as a means of navigation in future augmented reality
guiding applications.
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Appendix:

Appendix 1: Manus anvandartester

He;j,
Tack for att du vill stélla upp i detta anvéndartestet.
Vi vill att du forestiller dig att du dr en véktare som ska gora din rond inne i denna “byggnaden”.

Du kommer nu att fa ta pa dig en Microsoft HoloLens. Du kommer ocksa att fa ett nyckelkort som du kan anvénda for att ta
dig in genom dorren hir med en kod. Du kommer dven att fa en gadget i form av ett papper som sitter fast pa din arm som du
kan titta pa for att se din aktuella uppgift.

Genom att titta pa symbolen vid dorren sa far du upp en lista pa alla uppgifter du har under testet samt en kod till dérren som ar
kopplad till nyckelkortet.

Pa din arm har du dven en symbol som du kan titta pa for att fa upp en checklista dar din aktuella uppgift star.

Genom att sdga rostkommandot “next” sa kan du markera att en uppgift dr klar och pa sa sitt fa nésta uppgift pa din arm. For
att ga tillbaka till foregdende uppgift kan du anvinda dig av réstkommandot “back”. Nér du ar klar med alla uppgifter kommer
det att sta “tasks completed”, nér detta sker &r testet klart och vi ber dig da att komma ut till bordet och svara pa en kort enkét.

Din uppgift &r att folja vigbeskrivningen samt fullfélja de uppgifter som du far via symbolen pa dorren.

Va uppmaérksam pa omgivningen, det kommer att finnas ett visst antal trekantiga varningssymboler i pappersform (visa)
négonstans i din omgivning under testets gang. Vi vill att du kommer ihag hur manga av dessa varningssymboler du ser. Vi
kommer att be dig att anteckna hur ménga varningssymboler du ség, en gang efter forsta testet och en gang efter det andra
testet.

Niér du har genomfort uppgiften kommer du att fa gora en liknande uppgift en gang till med skillnaden att vigvisningen
kommer att se annorlunda ut.

Nér bada testomgangarna &r klara kommer du att fa svara pa en kort enkét samt intervjufragor.

Hela testat uppskattas ta ca 30 minuter. Har du nagra fragor?
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Appendix 2: A.E.G.1.S Holographic loggan

Three variations of the Aegis holographic logotype
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Appendix 3: Intervjufragor

1. Upplevde du nagra problem med hardvaran? D.v.s satt obekvdmt pa huvudet 0.s.v?
2. Upplevde du nagra problem med mjukvaran? Buggar? Tappade tracking 0.s.v?

3. Tycker du att hologrammen var distraherande?

4. Forstod du uppgifterna som du fick av UL:n?

5. Forstod du instruktionerna frén testledarna?

6. Foredrog du navigation via pilar eller waypoints? Var vinlig forklara varfor.

7. Har du nagra andra kommentarer om prototypen som du vill tilldgga?
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Appendix 4: Perceived Workload Arrows
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Appendix S: Perceived Workload Waypoints
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EnVRment

Axel Mulder, Felicia Carlsson, Jakob Hakansson,
Johannes Tornblom, Magnus Johansson

MAMN10/15 - 2018-12-23

The project EnVRment attempts to educate youths in the ages
10-15 in how one can counteract the environmental problems
society is facing, in a fun and creative way - by utilizing the
Virtual Reality-medium.

EnVRment consists of snippets of everyday life where
one can affect and help with the environmental issues on a
personal level. The product contains different scenes; two
introductory rooms explaining different interactions within
the game, a kitchen where two mini-games are available
for the user, a hallway connected to the kitchen, a parking
lot outside the previous apartment, a schoolyard, and a
classroom. Following the mini-games are different ”con-
sequence scenes” that are shown to the user, depending
on their performance, displays the consequences caused by
performing/not performing a certain environmentalfriendly
action (like recycklig, saving energy and water or choosing
the better option for transportation).

All in all there are four different scenes where the user
interacts with the environment (which can be seen as the
yellow circles in Figure 1). These are:

o Trash Game: The task of the user is to recycle differ-
ent materials into different containers, gaining points dis-
played on a large scoreboard.

o Energy Game: The user has to turn off different kitchen
appliances to save their battery (energy), trying to sur-
vive for 90 seconds.

Transport: The user has a choice between riding a bike
or traveling by car to get to school - and then experienc-
ing the resulting air quality depending on their choice.

Classroom: Three different small-scale models of envi-
ronments are placed on tables in the classroom - where
the user is tasked with constructing and learning about
different ways of generating sustainable energy.

This report also details many of the ideas behind the design
choices and why or why not these have been made, accounting
for both pre-existing theory about both learning and Virtual
Reality, as well as describing specific testing conducted by the
project group to establish a final product of good quality.
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1 Produktbeskrivning

Figure 1: En forenklad visualisering av flodet i EnVRment

2 Bakgrund

Syfte

Projektet EnVRment har sina rotter i den nationella satsningen
”Wisdome”, som syftar till att skapa en motesplats for visu-
aliseringar, vetenskapskommunikation och interaktivt ldrande.
EnVRment-gruppen fick i uppgift att skapa en prototyp for en
VR upplevelse, med malet att ge forslag pa vad man skulle
kunna stilla ut pa Wisdome i Malméo.

Nyckelbegreppen i uppgiften var:
e Hallbar utveckling och miljo.

e Integration - dd malgruppen har blandad etisk och so-
cioekonomisk bakgrund.

e Inspiration - till att studera en teknisk utbildning i framti-
den.

Ytterligare direktiv var att malgruppen frimst skulle innefatta
skolungdomar i aldrarna 10-15 och att projektet skulle utfor-
mas inom Virtual Reality (VR).

Teori

En bra dterkoppling &r av storsta vikt i design av alla system
som syftar till att interagera med en minsklig anvindare. I
virtuella lirmedel dr sirskilt rypen av aterkoppling en viktig
aspekt.

Betty Tdrning gor en ingdende analys av olika alternativ([1],
och framhidver sirskilt corrective feedback (cf) och elaborated
feedback (elf). Den forra innebir att man visar vad man borde
ha gjort istillet (ndr man t.ex. svarat 3 pa fragan 1+1=?),
medan den senare visar varfor man borde ha gjort sa (dvs hur
de aritmetiska reglerna ser ut). Encouraging feedback (enf), dr
ett medel som ofta anvinds i spelsituationer, dir anvindaren
(genom t.ex. ett grafiskt ljusfyrverkeri som foljer pa ett korrekt
svar) uppmuntras att fortsitta spela. Andra, mindre lyckade
alternativ dr verification feedback (vf), som bara bekriftar om
man gjort ritt eller fel, och trial-and-error feedback (tef), som
i fortsittningen planlost bara later anvindaren festa sig fram



till det korrekta svaret. Bade vf och tef behover kompletteras
med t.ex. ¢f for att inte rentav ha negativa inlirningseffekter:
den forstaelse som dr nodvindig for inldrning, dvs steget fran
vad L. Vygotsky kallar den aktuella nivan till den potentiella,
kan inte uppnas utan explicit vigledning. Efter att denna
givits kommer eleven att oberoende kunna utvirdera sin
prestation.

I vanliga spelscener overskoljs anvindaren av moten med
andra agenter (djur eller midnniskor). Ett empiriskt skil att
faktiskt lata bli detta, dtminstone inte da ett huvudsyfte &r
inldrning, dr att sadana, om de i sjilva verket uppfattas som
avatarer (dvs kontrollerade av en méinniska), tenderar att kunna
himma anvindarens prestation. Att t.ex. observeras av en
minniska medan man forsoker 10sa en viss uppgift, innebdr
helt enkelt en storre press[3]. Dessutom finns det studier som
visar pa att prestationen i just tivlingssituationer paverkas allra
mest av ndrvaron av andra varelser, agenter eller avatarer[3]. I
forlangningen talar dock forskningen for att man som
designer, atminstone i ldrsituationer, genomgaende bor striva
efter att den varelse anvindaren interagerar med ska uppfattas
som mansklig.

En bra immersion innebir att en miljo uppfattas som verklig,
medan presence har att gora med hur vil en anvidndare kan
“leva sig in” och orientera sig i situationen. I artikeln "How
Immersive is Enough” slar Cummings och Bailenson fast att
ljud- och bildkvaliteten spelar roll for hur verklig omgivnin-
gen uppfattas som, men man papekar ocksa att just immersion
inte 4r avgorande for vilken nirvaro (presence) anvindaren
upplever[4]. Dirtill verkar det som att det dr kvaliteten pa
hardvaran (hur precis trackingen dr, om synfiltet dr binokulért
och om synvinklarna i hojd- och sidled ar verklighetstrogna)
som &r av storst vikt for vilken presence en VR-upplevelse
kan erbjuda.

Figure 2: En tankekarta med fokus pa Milj6é
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3 Metod

I detta avsnitt beskrivs hur arbetet har framskridit i projektet i
form av dels designval och designprocess, dels hur det prak-
tiska genomforandet sett ut och hur tester har gatt till.

Designprocess

Startpunkten for arbetsprocessen var en brainstorming-session
dar tankekarta (se Figur 2) med fokus Miljo konstruerades.
Idéerna som tog sin form hir omarbetades och mynnade slut-
ligen ut i tre koncept som presenterades for handledarna:

e A Day in your Life”’: Anvindaren far folja med pa en
resa genom en 10-15 arings dag och far mojligheten att
uppleva vardagliga hidndelser, ddar man stills infor val som
ar bra eller déliga for miljon. Idén har tagit inspiration av
Virldsnaturfondens fem fokusomraden som handlar om
vad en vanlig person kan gora for klimatet [9].

Sopsorteringsspel: Ett spel dir anvindaren far sortera
och atervinna olika typer av sopor. Spelet gir pa tid och
ger plus-/minus-podng nidr man sorterar ritt/fel.

Plasts kretslopp i vatten: Anvindaren far folja med en
mikroplastpartikel genom dess kretslopp, frain och med
att det hamnar i havet, och hur det paverkar olika organ-
ismer pa dess vig.

De olika idéerna utvérderades utifran deras respektive for- och
nackdelar, och ”’A day in your life” bedomdes sticka ut som
ett sdrskilt lovande koncept. Hir sags mojligheter att kunna
visa individen “’vad just jag kan gora for miljon”. Det faller sig
naturligt att en sddan vinkel dr mer greppbar och enklare att
relatera till, dn att fokusera pa atgirder som berdr samhillet i
sin storhet (som att minska mingden flygtransporter eller styra
om elforsorjning fran fossila till fornyelsebara kraftkillor).

Genom att peka pa konkreta exempel pa saker som ett
barn kan paverka for att bekdmpa miljo- och klimatproblem,
fanns en forhoppning om att foréndra dessas vardagliga at-
tityder och handlingar mot att bli mer miljo- och klimatsmarta.

Konceptet ’Sopsorteringsspelet” valdes forst bort, pa
grund av en potentiell risk att anvindaren skulle bli distra-
herad fran budskapet om milj6- och héllbarhet, utan istéllet
ligga sitt fokus péd sjdlva spelmomentet. Denna nackdel
kunde dock dven vindas till en fordel, di en speladaption
av sopsortering — ett amne som kan uppfattas som ett trakigt
av gemene man - kunde verka intressevickande och gora
uppgiften roligare att utfora. Ur integrationssynpunkt kunde
det vara en god introduktion till sopsortering fér nigon som
aldrig har provat pa det tidigare - exempelvis den som é&r
nyanlind fran ett land dir man mojligtvis inte har ett lika
utbyggt atervinningssystem som vi har i Sverige. Dirfor valde
man att inkorporera detta koncept som en subdel av ”A day in
your life”.

Som handledarna pa projektet papekade under det forsta
motet, s har VR fordelen att man kan transportera anvindaren
till platser som annars inte hade varit mdjliga att uppleva. Det
finns studier, genomforda pa VHIL (Virtual Human Interac-
tion Lab) vid Stanford University, som visat att en upplevelse
i VR kan paverka en anvindares instéllning till olika fragor
i hogre grad dn exempelvis ett budskap formedlat i textform



[6]. I konceptet ”’Plasts kretslopp i vatten’ utnyttjades denna
mojlighet pa ett intressant vis. Upplevelsen skulle hér kunna
gestalta faktiska konsekvenser av ménniskans konsumtion av
plast for vara hav. Dock fann projektgruppen en problematik
i att rent praktiskt gora upplevelsen interaktiv, vilket samtliga
gruppmedlemmar var eniga om var en 6nskvird egenskap hos
produkten. Valet f6ll till slut pa att inte ga vidare med denna
idé, men tankarna kring att visa konsekvenser for miljon som
foljd av ménniskors handlingar fick leva kvar - i form av
konsekvensscenerna.

Huruvida sprak i form av tal och/eller text skulle inkluderas
som en del av VR-upplevelsen var ett diskussionsdmne som
fortgick under hela kursens gang. Fordelen med tal- och skrift
ar att de mojliggor formedling av mer djupgaende och kom-
plexa koncept, dn vad exempelvis bilder och symboler gor.
Det fanns dven en idé om att kunna anvinda VR-upplevelsen
som ett verktyg for att lira sig svenska for nyanldnda barn
(och vuxna), exempelvis genom att forklara vad olika sorter-
ingsmaterial kallas pa svenska. Men detta ansags vara utanfor
de tidigare satta avgriansningarna for projektet och avfardades
ddrmed. Att anvinda tal- och skrift som medium valdes dven
bort i slutdndan, pa grund av otillrickliga resurser.

Att malgruppen forvintas tala olika sprak skulle ndmli-
gen leda till att skrift och tal inte bara skulle behdva finnas
tillgéngligt pa svenska, utan dven pd en rad andra sprak
(frdimst t.ex. arabiska, kinesiska, spanska och engelska).
Projektgruppen ansag sig sakna kunskaper och kontakter for
att samla in den mingd material (i form av text och tal pa
tillrdckligt méanga sprak) som krivts for att hela malgruppen
skulle tickas in. Istéllet valdes bilder, ljud, gester och andra
typer av effekter till huvudsakligt medium for att féormedla
koncept och kunskap. Malet dr att budskapet i EnVRmen
ska vara universellt begripligt, det vill séiga att det ska ga att
forsta oavsett vilket/vilka sprak anvéndaren talar och vilken
kulturell bakgrund hen har.

Nista steg var att konkretisera de designval som dittills
gjorts. Forsta scenen som anvindaren mots av forlades till
hemmet, eller nirmare bestamt koket. Koket sidgs ofta vara
hemmets hjirta och &r en vilbekant miljo for en 10-15-aring:
det ar hir en vardag kan tdnkas starta, for att sedan fortsitta
vidare med nagon form av transport till skolan och en dag i
klassrummet. Dessutom sker sopsorteringen i ett hem som
oftast i koket, dir en stor del av hushallssoporna blir till
(i samband med matlagning och dylikt). Sorteringskérlen
befinner sig dven vanligen i sképet under diskhon, enligt
projektmedlemmarnas erfarenheter. (Hur en anvindare skulle
overforas till sopsorteringsspelet valdes darfor just till att
denne ska Oppna koksluckorna under diskhon i ett senare
skede av processen.) Kopplingen mellan kdk och sopsortering
var anledningen till att sopsorteringsspelet valdes till scen
nummer tva.

Men hur skulle den resterande delen av upplevelsen i
VR organiseras? For att utforska mojliga metoder anvindes
flodesschemat i Figur 3 som stod i gruppdiskussioner.
Schemat visar vilka scener en anvindare kan motas av under
upplevelsens gang.
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Figure 3: Flodesschema over scener anvindaren moter

En central fraga som diskuterades under denna session var hur
budskapet om varfor anvindaren behdver sopsortera skulle
formedlas. En aspekt som kom pa tal var att konsekvenserna
av att atervinna sopor beror pa vilket material soporna bestar
av. Man valde att avgrinsa sig till tre olika material:

o Metall
e Plast
e Papp

Dessa blev de olika material som anvéindaren fick sortera
i sopsorteringsspelet. Pa sa vis blev spelet en metafor for
att sopsortera i det verkliga livet, men den skillnaden att
anvindarna far mojlighet att i kontrast till verkligheten uppl-
eva direkta konsekvenser av att de personligen inte atervinner
tillrdckligt av plast, metall eller papp. Hér foddes idén om de
ovan ndmnda s.k. “konsekvensscenerna”; en per respektive
material, med syfte att visualisera miljokonsekvenser av att
inte atervinna det materialet.

En mer detaljerad beskrivning over respektive scens de-
signprocess finns samlade under nistkommande subrubriker.

Introscen 1: Léra sig kontrollerna

For att anvdndare skulle kunna navigera och interagera med
vart Virtual Reality-projekt - sa behovde vi nagon slags
utgangspunt for vart en potentiell anviindares tidigare erfaren-
heter med Virtual Reality och dess headsets/kontroller, 1ag.

Efter initial testning med individer som bade testat VR
forut - och de som aldrig gjort det - beslot vi oss for att utga
ifran att anvéindaren aldrig anvént eller upplevt VR forut.
Detta, da de som faktiskt testat/anvint VR forut - ej heller
direkt greppade kontrollschemat.

Dirmed behovde vi ta fram ett enkelt sitt att ldra ut hur
kontrollerna och interaktionen fungerar - vilket ledde oss
till att skapa en separat “introscen”. Det forsta anvindaren
mots av i vart projekt - dr ett stort vitt rum, med en stor rod
dorr med handtag [IMAGE HAR]. Malet med scenen &r att
anvindaren skall lyckas oppna dorren - for att ta sig vidare till
var forsta “riktiga” scen; /textitkoket.



For att kunna dra i handtaget och Oppna dorren i scenen -
behover anvindaren ldra sig att greppa objekt i VR. For att
gora detta anvinds den s.k. “trigger”-knappen pa HTC
Vive’s bigge handkontroller - detta for att simulera en hand
som sluts runt och greppar ett objekt. Ifall anvindaren inte
tittar ner pa sina hidnder nir de har pa sig VR-headset:et - sa
kommer handkontrollerna efter ett par sekunder att vibrera for
att tillkalla sig uppmirksamhet.

Nir anvindaren tittar ner pa handkontrollerna si finns det
symboler som pekar pa handkontrollernas “trigger”-knapp. Nir
anvindaren vl hittar knappen och trycker ner den - sa visas
tydlig feedback i form av att handkontroller-nas modell i
spelvirlden, byts ut mot ett par hdnder. Nar anvindaren haller
ner “trigger”-knappen pa en handkontroll sd knyts niven pa den
korresponderande handen i spelvirlden.

Nir anvindaren tagit fram bada hinderna - sa ges anvindaren
ytterligare vigledning om dess uppdrag i scenen - genom
att det borjar horas knack-ljud fran dorren. Nar anvindaren
oppnar dorren genom att greppa handtaget - sa tas anvindaren
vidare till nésta scen; koket.

Lingre in i projekets process - sa fick vi onskemal av vara
handledare att ligga in ett stod for val av sprak i var pro-dukt.
Dirmed sa lades det in ett par flaggor (med tillhorande text) i
scenen for respektive sprik - som blir anvindarens forsta
uppgift att interagera med. Nér en flagga och ddrmed sprak har
valts - sa borjar knack-ljudet att spela som ovan beskrivet - och
anvindaren kan sedan 6ppna dorren.

Koket

Som designer dr det litt att bygga in sina egna upplevelser
och asikter i det man skapar, inte minst nir det kommer till en
hemmiljo s vilbekant som ett kok. Men d& mélet med kokss-
cenen var att anviandaren skulle kunna knyta an till koksmiljon
for att forstirka VR-upplevelsens immersion, ansags det vara
av stor vikt att koket hade en utformning som sa manga
anvindare som mojligt kunde kiinna igen och relatera till. Att
undvika fillan att ligga in element fran projektgruppens egna
barndomshem eller nuvarande studentligenhet, som kanske
inte alls kindes igen av slutanvidndaren, hade dirmed hog
prioritet i designprocessen.

Dirfor valde man att ta inspiration fran ett kok som en stor del
av Sveriges befolkning faktiskt har en relation till, nimligen ett
som aterfinns 1 ligenhetshus som uppfordes under
miljonprogrammet. Kokets planlosning gér att finna i Figur 4,
som &r himtad fran ligenheter i Kallhdll. En annan bidragande
orsak till att denna planlosning valdes, var att m’anga
nyanlinda 1 dagsliget bor i Dbostider som liknar
miljonprogrammets. Att vilja en koksmiljo som sirskilt dessa
individer skulle kdnna igen och relatera till, var dirfor ett sitt att
jobba mot mélet att VR-upplevelsen skall vara integrerande.

Inredningen i koket dr inspirerad av diverse bilder frin
miljonprogrammens kok (vilka gar att finna online). En av
dessa bilder visas i Figur 5 och forestiller ett kok som é&r
renoverat under ett upprustningsprojekt mellan 2011 och 2014.
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Figure 4: Planlosning miljonprogrammet i Kallhdll [10] dir
koket dr placerat langst ner i vénstra hornet pa ritningen.

Figure 5: Inspiration till koksinredning [11]



For att gora koket i VR-upplevelsen verklighetstroget sa
gjordes samtliga skap och 1ador 6ppningsbara, och alla 6vriga
objekt - med néagra fa undantag - gar att interagera med och
flytta runt. Utanfor fonstret syns en mingd andra hoghus av
den typ som ldgenheten kan ténkas vara inrymd i, och att
lagenhetsfonstret dr placerat hogt over marken &r tidnkt att
forstirka detta intryck. Bakgrundsljuden som hors i koket dr
utvalda for att passa in i miljon, med lekande barn utanfor
fonstret och musik av orientaliskt slag som spelas med lag
volym pa radion.

Steget som anvindaren far ta for att ta sig till sopsorter-
ingsspelet sattes som tidigare nimnt till att denne far 6ppna
koksskapet under diskhon. Tva metoder anvindes for att denna
handling skulle ges tydliga signifiers[S]; den ena var att
anvinda en firgstark kontur lings med koksluckornas kanter
for att fa dom att sticka ut bland de andra luckorna. Férhopp-
ningen var att konturen skulle dra till sig uppmirksamhet satt
anvindaren skulle lockas att undersoka vad som fanns i skapet.
Den andra metoden var att en tavla placerades 6ver koksbordet
med en bild over de Oppnade skdpsdorrarna, som en
bildinstruktion till anvdndaren.

Sopsorteringsspelet

Sopsorteringsspelet utspelar sig ocksa i koket, men rummet i
sig dndrar form. Det blir en dvergang dir sjdlva koksviggen
med spis, vask och skidp animeras ivdg fran spelaren och
skapar en lang spelbana, samtidigt som de grinser (i form av
spelyta) som HTC Vive begrinsar till, behélls. Detta gors da
genom att att sjilva ytan som spelaren kan rora sig pa dr den
samma som innan, d.v.s koksarean, medan spelplanen finns
utanfor rorelseytan. Detta fungerar, eftersom att spelet gar ut pa
° att kasta objekt ifrdn en avgrinsad yta, in i "mal/sopkérl” som
ar utanfor rorelsearean. For att fa spelaren att naturligt stanna
inom rorelsearean lades en 1ag avgrinsningvigg till framfor
spelaren. De objekt (sopor) som ska kastas, tillkom-mer endast
i sjdlva rorelsearean.

Spelet gar pa tid och har ett poidngsystem. Tiden &r satt till 60
sekunder, da beskrivningen av projektet innebar att produkten
skulle finnas pé ett slags museum (dir flertal personer kan
tinkas vilja testa produkten) och da bor det hela alltsa inte ta
for lang tid. Tiden i sig visas pa spelbanan som en ”3D-text” i
formatet “mm:ss”, diar “mm” dr minuter och ’ss” sekunder
som tiknar nedit. For att dra till sig uppmirksamhet inleds
scenen med att tiden animeras fram och visas i stort format,
innan det minskas till en mer passande storlek for spelets gang.
Nar tiden sedan (under spelet) borjade ta slut, med 10
sekunder eller mindre kvar, s blir tiden firgad i rott istéllet for
vitt (som varit standarden).

Spelets podngsystem fungerar enligt foljande. Spelaren kastar
tre olika typer av material i tre olika sopkarl. Materi-alen &r
viktade olika didr metall ger 3 poidng, plast 2 poidng och papp 1
poing. Poidngen summeras och visas for spelaren under tiden i
form av en 3D-text med formatet X points”, dir X dr antalet
poidng. For att lira spelaren hur man “kastar riitt” sa ger spelet
feedback pa flertal sdtt. Nir ett objekt prickas i ett sopkirl sa
undersoks om det var rdgrt typ av objekt. Om ja, spelas ett
positivt “korrekt-ljud” upp, samtidigt som podngen 6kas och
visas i gron firg 6ver en kort tid. Om nej, spelas ett negativt
’fel-ljud” upp, samtidigt som spelaren bestraffas med
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en reduktion i podng och totala podngen nu visas i rod firg.

Objekten; en kartonglada, en metallburk och en plast-flaska,
kom i forsta iterationen fallande ifran taket, d.v.s. objekten foll
ner mot spelaren och landade sedan pa golvet. Vil nar de slog i
golvet avgav dem ett ljud som speglar deras material (t.e.x en
metallbruk som Kklirrar till metalliskt). Detta for att locka
uppmérksambhet till var objektet befinner sig.

Varje typ av objekt kom till i spelet efter en viss timer. Aven i
den forsta iterationen sa tillkom objekten olika ofta. Papper
tillkom oftare dn metall och sa sitt fanns det betydligt fler
papperskartongerin metallburkar i spelet.

Efter testning och feedback kom projektgruppen fram till att
detar forvirrande att objekten slings ner ifrdn taket samt att det
ar jobbigt att plocka upp objekt fran marken. For att 1osa detta
problem dndrades logiken i niista iteration, genom att en sorts
behallare, i vilken objekten skapades, tillfordes. Detta loste b°
ada problemen i den meningen att man slapp boja sig langt ner
till marken eller behova leta runt efter de olika objekten. I
samma iteration lostes problemet att objekten kom olika ofta:
nu tillkom ett objekt av varje material samtidigt, pa en
slumpmissig plats i behallaren. En ytterligare funktionalitet
har tillforts, sa att tiden mellan d&objekten uppstar okar linjrt.
Detta innebir att det alltsd blir fler objekt och mer stressigt ju
lingre tiden géar. Detta lades till for att addera ett element i
spelet och tillfora en sorts stressfaktor.

Overgdngarna till och frin sopsorteringsspelet har dven haft
en tilltinkt design. Ndr man gar frdn forsta koksscenen sd
Oppnar man skipet under vasken, varpa bilden bleknar till vitt
for att sedan ga tillbaka fran helvitt till sopsorteringsspelet. For
att spelaren inte ska kinna sig placerad annorlunda sa har har
scenen byggts upp pa samma koordinater. Pa grund av spelrum
sd har dock skalan dndrats, genom att vyn bleknar till vitt och
sedan tillbaka. Genom att fa anvindaren att “forlora” sina ut’
angspunkter helt (da allt 4r vitt) och sedan fora dem tillbaka till
en vildigt liknande scen, sa kommer anvindaren inte att mirka
att sma detaljer (t.ex. storleken hos olika detaljer i koket)
modifierats. Samma Overgang till konsekvensscenerna gor
upplevelsen kontinuerlig, och en fordel &r att den &r mjuk och
inte snabb eller plotslig.

Konsekvensscen: Papp

Den forsta konsekvensscenen som togs fram var for materialet
papp. Inspirationen till denna scen togs till stor del fran ett
forsok pa universitetet i Stanford [6] som i korta drag visade pa
° att forsokspersoner som fatt uppleva ett kalhygge dér trdd
avverkades i VR, i storre grad blev paverkade att bry sig om
pappersforbrukning dn de forsokspersoner som fick ldsa en
skriven text om skogsskovling. En liknande effekt var
onskvird hos anvindarna av EnVRment, och diarfor valdes ett
kalhygge som bakgrund for denna konsekvensscen.

For att forhoja kiinslan av att befinna sig pa en arbet-splats dir
trid avverkas, har ljudet av en motorsag lagts in, vilket foljs av
att ett trid faller med tillhorande ljud. Sdlangt saknades dock
en koppling mellan att 1) anvidndaren inte sopsorterat papp
tillrdickligt vél i det foregaende spelet, och att man 2) sagade
ner trdd i skogen. Den forsta tanken var att detta budskap
skulle formedlas genom olika bilder



som visades pa en skylt - men bilder som bara dok upp ur
tomma luften skulle sakna kontext, och hidrmed sags en risk
att sambandet skulle bli svarbegriplig.

Hir foddes idén om att infora agenter (som nimns i
Teori-avsnittet ovan), som med sin nirvaro skulle tillfora
kontext till historien om &tervinning av exempelvis papp och
skogsskovling. Ett djur som blir paverkat av skogsskovling
ar ekorrar (som bor i trdd), och ett exemplar av dessa valdes
ut till "offer” i en historia dir denna, pa grund av att papp-
kartongerna i spelet inte atervinns, blivit av med sitt hem och
nu #r vildigt ledsen (se bilder i Appendix C). D4 ménniskor
ofta tillskriver djur kinslor sags potential i att lata ekorren
fa framkalla sympati hos anvindaren. Forhoppningen var att
det skulle ldgga till ytterligare en dimension till budskapet att’
atervinning dr viktigt. For att understryka att det dr ekorrens
historia som berittas, placerades den pa en tristubbe i hojd
med skylten.

D4 VR till sin natur ger anvindarupplevelse en 360-graders
vy, sa krdavs medel for att rikta anvindarens uppmérksamhet sa
att inte ekorrens historieberittande missas. Detta sirskilt da
bilder istillet for ljud anvinds som medium. Ekorren ger
darfor ifran sig gélla och pipande ljud, vilka, for att tillkalla sig
anvindarens fokus, hors fran just den position den befinner sig
pa. Ekorren har dven animerats sd att den ror sig med sméahopp,
som att den vore arg och ledsen.

Konsekvensscen: Plast

Pa senare tid har flera bilder pa stora plastansamlingar i haven
visats i medier, och pa grund av dessa valdes dessa ut till att bli
en del av denna konsekvensscen. Skripet bildar dar som
innebér bade faror och forsimrade livsvillkor for faglar.

Agenten i scenen dr en fiskmas, som stiende pad en av
plastoarna berittar sin historia, och runtomkring den flyter b°
ade plast och lik av djur. Ljuden som hors dr av skvalpande v°
agor, plastobjekt som ror sig mot varandra och dimpade m°
asskrin, allt for att gora situationens immersion sa stark som
mojligt.

Konsekvensscen: Metall

Den sista konsekvensscenen till metall var svarare att ge ett
lika engagerande och tydligt koncept som de andra. Till en
borjan overvidgdes en gruva, i vilken anvindaren under en
berg- och dalbanefird skulle fa se bade den morka gruvmiljon
men samtidigt dartill miljokonsekvenserna.  Efter att ha
konfererat tillsammans och med handledarna beslots dock att
en soptipp vore bittre for att visualisera hur elektronik och
utsliappta kemikalier paverkar miljon.

Agenten i skissen (som visas i Figur 6) dr en strykarhund, men
infor modelleringen anségs att denna inte riktigt horde hemma
pa skrottippen. Da inget annat djur heller kindes riktigt
passande valdes istillet en robot. Denna visar sitt budskap: att
kemikalier fran elektronik licker ut i grundvatten och didrmed
dodar fiskar. Gester och kinslouttryck har prioriterats och
dgnats med tid for denna agent dn de bada tidigare, inte minst
for att fa den att framsta som s minsklig som mojligt.
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Figure 6: Konceptuell bild for en konsekvensscen

Konsekvensscen: Anvindaren lyckas med sopsorteringen

Med alla konsekvensscener pa plats - gillande ifall anvindaren
misslyckades med sopsorteringsuppdraget - sd var det dven
viktigt att det konstruerades en konsekvensscen som speglar
ett positivt utfall av sopsorterandet. Vi hade manga diskus-
sioner inom projektgruppen om positiva och negativa
konsekvenser i samband med ldrande. Efter ytterligare
diskussioner med vara handledare sé valde vi att fortsétta pa sp°
aret att forsoka kombinera de tva; att bade exponera
anviandaren for negativa savdl som positiva konsekvenser
gillande dess handlingar i hopp om att finna en balans mellan
teorierna kring korrekt utldrande (se teori-delen ovan).

Nir anvidndaren lyckats med sopsorteringsspelet (vilket
efter mycket testning pa vara malgrupper samt inom gruppen
- valdes till att 4 stycken objekt av varje typ, skulle som minst
sopsorteras) - sa mots denne av en ljus, vacker och gronskande
skogsglinta [[IMAGE HERE]. Da de andra “negativa” kon-
sekvensscenerna utspelade sig i miljoer med tillbakahallna
firgpaletter och ljussittning - sd var forhoppningen att detta
skulle innebira en stor fordndring mot vad anvidndaren varit
van vid - och pa sa sitt kommunicera budskapet i scenen @nnu
tydligare. Budskapet var i detta fallet enkelt att formedla:
“genom din goda prestation med att sopsortera - resulterar det
i att vi har en natur och miljé som mar bittre”.

Vidare, valdes det att gora en stark aterkoppling till de agenter
som anvints i Ovriga “negativa” konsekvensscener. Nir
anvindaren mots av denna ovan beskrivna “positiva”
konsekvensscen - sa finns samtliga agenter pa plats - och de
uppvisar stor tacksamhet gentemot anvindaren och dess in-
satser (illustrerat genom uppspelandet av varje agents eget ljud
och sprudlande hjirtan som emanerar fran de olika agenterna).

Till sist sa skapades det dven ett plakat som agenterna
var placerade runtom - som tydligt visar anvidndaren hur
mycket av varje typ av objekt som denne lyckats sopsortera.
Pa sa vis ges det dven incitament till anvindaren (och dess
vinner som kanske star och tittar pa, medans anvindaren
spelar) att vid ett aterspel av sopsorteringen - att gora dnnu
bittre ifran sig.



Introscen 2: Lira sig nya kontroller

Nir anvidndaren lyckats med sopsorteringen - si tas
anvindaren vidare till samma introscen som denne stotte
pé innan denne kom till kdksscenen. I nistkommande del av
upplevelsen behdvde nidmligen anvidndaren ldra sig ett nytt
interaktionsstt.

Detta  interaktionssitt  involverade  manipulation av
spakar/reglage i scenen. Didrmed mots nu anvindaren av
en spak som skall dras i. Nir anvindaren drar i spaken - sa
dras ett galler framfor en dorr upp i enlighet med hur langt
anvindaren dragit spaken. Mappningen mellan spaken och
gallret gor att anviandaren tydligt far en forstielse for att det &r
viktigt hur langt en spak eller reglage dras.

Nér anvidndaren dragit i spaken tillrickligt langt - sa dras
gallret upp helt ovanfor dorren - och anvindaren transporteras
vidare till nésta scen.

Energispelet

Som tidigare nimnt, var koket som spelaren forst mottes av
- nagot stokig och dovt upplyst. Efter att ha lyckats med
sopsorteringsspelet mots nu spelaren av ett rent, ljust och
uppstidat kok - i egenskap av feedback for detta. Efter en
liten stund sa spelas det upp ett uppmirksammande ljud - och
ett batteri med tillhdorande klocka fills upp ur koksbdnken
bredvid anvindaren.

Batteriet har tydliga indikatorer for batterinivan - och bredvid
batteriet finns det en klocka med timer, didr sekunder visas i
stort. Efter att ha fillts upp ur koksbdnken sa borjar klockan
bredvid batteriet att ticka ner. Det borjar nu spelas upp
indikationsljud runt om i ligenhet - for att uppméirk-samma
anvindaren pa att saker forsiggar.

Uppdraget for anvindaren &r nu att spara pa energi genom
att stinga av diverse objekt runt om i koket som drar
mycket strom/energi (genom att dra i/trycka pa objektets
korresponderande spak/reglage/knapp). 1 enlighet med vara
overgripande designs kring koket och projektet - sd &r de
objekt som sitts igdng - objekt som vardagligen kan limnas
pasatta av misstag i ett vanligt kok; spisen, elementet, drop-
pande fran kranen, oppen kylskiapsdorr och lampor. Allt -
for att @nnu en gang - gora en stark aterkoppling till vad en
vanlig ungdom inom véar malgrupp kan gora i sin vardag for
att forbdttra miljon och hallbarhet.

Nir ett objekt dr aktivt - sa spelas det upp ett specifikt ljud for
detta objekt; t.ex. hors det ett droppande fran kranen ifall
denna &r aktiv. Beroende pa vilket objekt det dr -sa kommer
dven materialet eller utseendet pa objektet att fordndras for att
indikera aktivitet. T.ex. sa lyser lampskirmen upp ifall lampan
ar aktiv - och elementet lyser en varm, rod ifall det dr aktivt.
Vidare, nir ett objekt dr aktivt - sa kommer batteriets batteriniva
° att sakta falla - vilket indikeras tydligt genom anvéindning av
firgade “bars” (som gar fran gront till rott). Klockan bredvid
batteriet kommer dven ticka ner - och anvidndaren blir varse
om hur linge de maste se till att “halla batteriet vid liv”.

Nir tiden pa klockan nar 0, och det fortfarande finns batteriniva
° kvar - s har anvindaren lyckats. Omvént sé ifall
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batterinivan nar 0, nir det fortfarande finns tid kvar pa klockan
- sa har anvindaren misslyckats.

Konsekvensscen:
pelet

Anvindaren misslyckas med energis-

For att uppritthalla en kontinuitet inom projektets ldrande -
beslots det att dven i fallet av vart andra “spel” i var produkt
- att anvidnda oss av konsekvensscener beroende pa hur
anvindaren presterat.

Ifall anvindaren misslyckades med energispelet s kom-
mer dess syn att sakta svartna - for att sedan métas av en stor,
mork, smogfylld scen. Mitt i scenen, framfér anvindaren,
tornar ett stort kolkraftverk upp - vars stora skorstenar spyr ut
tjock, kolfylld smog. Ett allt storre led av vagnar med kol kan
synas rulla in i kolkraftverket. Aven framfor anvindaren, si
syns de olika objekten som skulle stingas av, under energis-
pelet. Fran varje objekt, sa leds det en tjock elkabel som gar
till det stora kolkraftverket. En efter en sa tinds elkablarna
mellan objekten och kolkraftverken - och objekten blir aktiva.
Efter en stund svartnar det fér 6gonen pa anvindaren igen -
och man atervinder till energispelet for att ge det hela ett nytt
forsok.

Konceptet for denna scen var att tydligt illustrera for
anviandaren konsekvenserna av att lata olika objekt std och
stindigt dra (ibland stora méingder) energi. Realiteten dr den
- att vi i manga linder idag, far den storre delen av vér energi
fran fossila brinslen. Didrmed foljer det - som ovan namnt -
att var energikonsumtion har en betydande, reell kostnad for
var miljo. Ett kolkraftverk tyckte vi illustrerar detta vil - da
man tydligt kan se hur processen i sig sjilvt - ej dr naturlig
- och hur forbrinning och dess resulterande smog dven ser
dramatisk och toxisk ut.

Konsekvensscen: Anvindaren lyckas med energispelet

Likt den positiva konsekvensscenen for sopsorteringsspelet -
sa behovde vi givetvis se till att vi hade en korresponderande
scen, for energispelet.

Denna scenen utspelas pa samma sitt som den ‘“nega-
tiva” konsekvensscenen beskriven ovan - men med foljande
skillnad:

Efter en liten stund - sd hors det ett hogt ljud - och en
piedestal med en stor gul knapp (samma firg som “elen”
i elkablarna i scenen) - reser sig upp ur marken framfor
anvidndaren. Nir denne trycker pa knappen, sa hors ett
hogt “avstingnings-ljud” - och alla vagnar med kol stannar,
samtliga objekt som var aktiva stings av, och kolkraftverkets
manga ljus slicks.

Sedan foljer det ett par demolitions-ljudeffekter - och
hela kolkraftverket faller samman. Efter att kolkraftverket
brakat samman, si borjar sma blommor att poppa upp ur
marken runt om de olika objekten fran energispelet. Sedan
reser sig en hel gronskande miljo upp ur marken - och
himlen gir fran svart till klart, firgsprakande blatt. Solen
tittar fram och fjdrilar och faglar kvittrar. Kvar i miljon star
objekten fran energispelet - och det nu raserade kolkraftverket.

Konceptet bakom denna scen var att tydligt illustrera att



ifall vi stinger av vara energislukande produkter - sa far det en
tydlig effekt pa var energiproduktion ocksa. I det hir fallet sa
illustrerades det att da samtliga objekt frdn energispelet
stingdes av - sa behovdes det inte el fran kolkraftverket ldngre.
Genom att vi upphorde med var “onddiga” energiforbrukning -
sa fick miljon och naturen tid till att aterhimta sig och florera.

I kontrast till var “positiva” konsekvensscen for sopsor-
teringsspelet - sd beslots det att inte visa nadgon form av
scoreboard som visade anvidndaren exakt hur bra det hade
gatt under spelets gdng. Bara for att vi dr duktiga med
energibesparande sid betyder det inte att de produkter vi
anvinder forsvinner - eller bor forsvinna. Fokus lades istillet
pa att kommunicera den fundamentala tanken kring att det
viktiga &r att vi forsoker spara sd gott vi kan - i den man som
ar mojlig.

Hallen

Nir anvindaren avklarat energispelet sa aterviander
anvindaren till ligenheten - men i detta fallet till hallen,
bredvid koket. Denna “scen” var en viktig del av vart koncept
kring att vi skulle skapa en “A day in your life”’-narrative
inom ramen av vart projekt.

P4 niagot sitt sd skulle anvidndaren nu behdva limna

lagenheten for att fortsitta med “sin dag” - vilket i detta fallet
betydde att gora sig redo for att aka till skolan. Det bedomdes
vara en viktig del i vart arbete med immersion inom projektet
- att inte bara plotsligt transportera anvindaren till nya scener.
Istillet far anvidndaren uppleva att dess egna handlingar leder
till att man kommer vidare/transporteras till niista scen. Sjilva
produktens narrativ ger stod och ledtradar till vilka handlingar
som anvindaren bor genomfora for att na sitt mal.

I hallen sé far nu anviandaren i uppdrag att packa ner ett par
skolbocker i en ryggsick - for att sedan oppna ytterdorren till
ldgenheten. Som tidigare under projektets gang - sdanvénder vi
av oss identiska signifiers for att indikera att ett objekt bor
interageras med - vilket illustreras genom att bockerna i denna
scenen, t.ex. - skimrar och lyser en stark gul firg.

Genom dessa uppdrag av att aterigen Oppna specifika dorrar,
och sedan transportera anvindaren till en ny scen - safar man
tydlig, konsekvent feedback som blir genomgaende for hela
projektet.

Transport

Efter att ha oppnat ytterdorren till ligenheten - sa befinner sig
nu anvindaren nere pa innergirden till bostadshuset som

lagenheten befunnit sig i. Mot bostadshusets vidgg, ut mot
vidgen - sa star det en skylt med stora bokstiver som sdger
“Skola”.

Pa motsatta sidor om anvindaren star en cykel och en
bil. Cykelns ringklocka plingar till - och bilen tutar (for att
dra till sig anvindaren uppmirksamhet), samtidigt som tjocka
avgaser kommer ut ur dess avgasror. Nu star anvindaren infor
ett val: denne maste vilja cykeln eller bilen for att ta sig till
skolan. Genom anvindningen av samma signifier som anvénts
konsekvent genom projektet - en skimrande, lysande gul firg
Over ett objekt - sa far anvindaren en indikation om att den
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bor interagera med antingen cykeln, eller bilens dorr.

Nir anvindaren har gjort sitt val, sa sitts anvindaren antingen pa
° cykeln, eller inuti bilen - och transportmedlet borjar kora ut pa

° vdgen och ividg till skolan. Detta var dven en scen som var

viktig for var “A day in your life”’-narrative inom ramen for

projektet - da det fortsatte flodet som borjade i ligenhetens kok

och hall.

Konceptet bakom denna scenen var att anvindaren skulle fa
gora ett val i en situation som for personer i var malgrupp
tillhor vardagen. Vara val av transportmedel dr en viktig del
i miljoarbetet - och att kunna bidra med utlirning inom det,
bedomdes viktigt. For att iandd ge nagon slags indikation till
att vilja bilen som transportmedel inte dr en god idé med
tanke pa miljon - sd gavs ytterligare affordance till bilens
utformning. Detta gjorde sig uttryck i de avgaser som pyr ut ur
avgasroret till bilen. Bilar som aker forbi ute pa vigen utanfor
innergarden ger dven de ifran sig stora moln av avgaser.

En viktig del av designprocessen for denna ‘“Transport’-
scen - var att se till att begrinsa midngden modellering som
krivdes av projektets modellerare. Utomhusmiljoer - kréver i
regel en hel del arbete for att inte verka “sterila”. Ddrmed
lades mycket vikt pa att forsoka designa en innergard som
skirmade av anvidndaren sia mycket som mojligt fran den
“yttre virlden”. Siledes kunde mer resurser och tid liggas ner
pa att gora sjdlva innergarden desto mer verklighetstrogen.

Skolgarden

Efter att ha valt sitt transportmedel - s& anldnder anvindaren
till en skolgard. Beroende pa vilket val av transportmedel som
gjordes, kommer denna scen att se annorlunda ut.

Istillet for att gora specifika konsekvensscener som tar
anvindaren till nya miljoer - sd ville vi se om vi kunde
kombinera dessa, med den fortsatta resan genom anvindarens
dag (“A day in your life””). Ifall anvindaren tar bilen till
skolan - sd kommer skolgarden att vara fylld av smog, och
bilen kor sakta bort samtidigt som mer avgaser spyr ut ur
avgasroret. I kontrast till detta - ifall anvindaren tar cykeln till
skolan - saér skolgarden fylld av sol och fint vider, med fjdrilar
och faglar som cirkulerar kring den gronskan som finns pa
skolgarden.

Efter ett litet tag av att ha observerat sin miljo - si kom-mer
skolklockan att ringa in till lektion. Da anvidndaren star
placerad vid en av skolbyggnadernas dorrar - sa kommer
handtaget hir att borja lysa och skimra (likt tidigare signi-
fiers). Nér anvindaren oppnar dorren till skolbyggnaden - sétas
denne vidare till nédsta scen.

Viktigt hir for oss var att - likt kokets utformande - att se till att
skapa en skolgardsmiljo som kindes genuin - och som kunde
kdnnas igen av ungdomar med olika bakgrunder - oavsett hur
deras egen skola mojligen ser ut. Genom att studera flertalet
skolgardar runtom i Sverige - samt attiterkoppla till vara egna
skolgardar under varan uppvixt - saformgavs en miljo som
innehéller detaljer fran alla mojliga platser (basketbollplaner,
gungor - flaggstangar osv.). Ett exempel pa en skola som stod
som inspiration for skolscenen 4r Sunnerby i Nynidshamns
kommun, se Figur 7.



Figure 7: Sunnerbyskolan i Nynidshamns kommun.

Figure 8: Inspirationsbild till scen i kemisal.

Klassrummet

Nista scen skulle komma att bli den sista scenen som vi
skapade for projektet. I denna scenen befinner sig anvindaren
palektion i sjdlva skolan.

For att aterigen aterkoppla till att ndr anvidndaren Opp-nade
dorren till skolbyggnaden och att man da transporterades in i
sjilva skolbyggnaden, sa kan man tydligt se detta genom att
skolgarden finns synlig utanfor fonstren i lokalen.

Da det var tinkt att anvindaren skulle fa laborera och
pyssla lite i scenen - sa foll det sig naturligt att modellera
lokalen utifrin en kemisal. Utformningen i lokalen har tagit
inspiration fran kontemporira kemisalar i svenska skolor, se
ett exempel i Figur 8. Under storre delar av projektet - s°
a har anvindaren wvarit 1 en mindre betydande
maktposition, omslutna av stora miljoer - sa i denna sista
scen - ville vi nu undersoka och mojligen se en #dndring pa
detta. Didrmed framkom idén om att sitta ut tre stora bord
med tre stycken miniatyrer av stora landskap/biomer.

Dessa tre distinkt olika biomer skulle alla pa nagot sitt
illustrera och lidra ut grundliggande koncept inom fornybara
energikillor; sol-, vatten- och vindkraft. Genom att just
anvinda sig av miniatyrer - sa kan nu anvindaren fa en kiinsla
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av att ha en stor makt eller inflytande 6ver de “sma” biomerna
och miljoerna som finns pa borden. Ett utlirande av ett
koncept, dir du har kontroll.

Pa varje bord sattes det ut en viss typ av miljo:

e Solkraft: Pa en ken-miljo, fylld av stenar, kaktusar och
en del kameler - skall man placera ut ett antal olika sol-
celler - och sedan en stor energistation som knyter dem
samman.

e Vindkraft: P en lantlig miljo (ej helt olik den skanska
landsbygden), fylld av gris, trdd, med vinande vind,
akermark och en liten bondgérd med tillhérande traktorer
- skall man placera ut ett antal olika vindkraftverk. Men
for att kunna placera ut dessa vindkraftverk sa maste man
forst bygga ihop dem genom att anvinda sig av ett antal
olika delar som ligger pa bordet bredvid biomen.

e Vattenkraft: Pi en kuperad, bergig miljo (som skall
forsoka likna det svenska upplandet), fylld av kullar, bar-
rtrdd, en stor sjo med tillhorande flod som rinner nerfor
berget - skall man placera ut ett vattenkraftverk i flo-dens
mynning. Men f{or att kunna placera ut detta vat-
tenkraftverk sd maste man dven hir - forst bygga ihop den
genom att anvinda sig av ett antal olika delar som ligger
pabordet bredvid biomen.

Ett viktigt koncept gillande denna scenen var ocksa att vi
genom hela projektet - ville forsoka hitta ndgon slags balans
mellan olika typer av interaktion. Tidigare i projektet si har de
flesta interaktioner varit relativt fysiska och i vissa fall
explosiva (kastande av foremal i sopsorteringsspelet, springa
runt i koket for att stinga av olika objekt i energispelet 0.s.v.).
Har ville vi dirmed introducera en annan typ av interaktioner,
som riktar sig mot en malgrupp som kanske inte tycker det r
lika roligt med “action”-fyllda spel, utan snarare foredrar att
klura och 16sa problem s& som pussel och liknande.

Till varje bord sé finns det en elkabel kopplad, som

Ioper till varsin glodlampa, stiendes pa katedern i salen.
Allteftersom anvindaren sitter ut samtliga objekt pa de
olika biomerna - si kommer korresponderande glodlampa att
tindas pd katedern. Nir samtliga glodlampor har tints - sa
rullar det ner en projektorduk och sedan projiceras det upp
ett slutligt tack-meddelande till anvidndaren for sina insatser
under spelets gang.

Nir spelet avslutats sa atervinder man efter ett tag till
den allra forsta introscenen - och hir kan ndsta anvindare ta
vid.

Modellering: Igenkéinning

Inlevelse &r en viktig del i hur anvéndaren tar till sig den pre-
senterade informationen, och i hur roligt eller underhallande
den upplevs. For att uppna bra inlevelse kan man ga tillviga
pé olika sitt: exempelvis kan man sikta pa att aterge en bild
likt verkligheten, dir tanken idr att anvdndaren ska uppleva det
som om det vore pa riktigt och ddrmed ta till sig information
och intryck. Problemet med detta grepp dr att det har en
vildigt hog “kostnad”: det tar mycket resurser i ansprak att
modelera realistiska foremal.

I EnVRment valdes istillet att fokusera pa igenkdnning



och fa anvindaren att kunna relatera genom att trycka pa
sociala och kulturella konventioner, snarare dn genom att lura
de perceptiva sinnena. Detta bidr en mycket mindre resurskost-
nad, d& miljoernas och objektens realistiska utseende blir av
mindre vérde och vikten av vilka och hur de presenteras blir
mer markant.

Arbetsprocess

I borjan av kursen lidrde projektmedlemmarna kiénna varandra
genom att halla korta, informella méten. Da alla projek-
tmedlemmar har olika bakgrunder, bade kunskaps- och
erfarenhetsmissigt, fordelades arbetsuppgifter med hinsyn
dartill. Ocksa vad projektmedlemmarna var intresserade av
att lira sig spelade in. Tidigare hade tva projektmedlemmar
utvecklat inom VR och hade erfarenhet om vad som skulle
krivas. Det bestimdes i tidigt stadie vilka verktyg som skulle
anvindas for utveckling och modellering:

Utveckling - Unity: Bdda de projektmedlemmar som hade
kunskap om VR-utveckling sedan tidigare, foredrog att
utvecklingen skulle ske via grafikverktyget Unity. I Unity
finns stod for att utveckla pa manga plattformar, varav VR ar
en. Det finns dven stod fran olika s.k ”Tool-kits”, och av dessa
foreslog en av medlemmarna anvindning av ”VRTK - Virtual
Reality Tool Kit”, som denne hade goda erfarenheter av. Unity
har dven utférlig dokumentation samt en vil etablerad
community, som kan stédja utvecklingsprocessen.

Modellering - Blender: Blender valdes dven baserat pa
de tvd projektmedlemmarnas tidigare kunskaper. De bada
hade anvint Autodesk 3DS Max tidigare och tyckt att verk-
tyget varit klumpigt och ointuitivt. Ddarmed foreslogs Blender
som ett bdttre alternativ, baserat pa gott rykte bland vinner,
kollegor samt i diverse webbforum.

Foljande arbetsfordelning gjordes:

e Utveckling: Tvéa projektmedlemmar som stitt for
utvecklingen av sjdlva prototypen i den utvalda utveck-
lingsmiljon. En av medlemmarna med tidigare kunskaper
(och ledaransvar) samt en medutvecklare (med intresse
for att lira sig mer om VR utveckling och tidigare
kunskaper av annan mjukvaruutveckling).

Arbetsuppgifter: Kodning och allt relaterat till utveck-

lingsmiljon.

e Modellering: Tva projektmedlemmar som star for all
modellering av 3D objekt, dess design samt material.
En av projektmedlemarna (med tidigare kunskaper samt
erfarenhet inom design och en kinsla for estetik) samt
en medarbetare (med intresse for att lira sig mer om
3D-modellering).
Arbetsuppgifter:
objekt.

Modellering och texturering av 3D

¢ Konceptuell design: En projektmedlem som har huvu-
dansvar, men med stod av och gemensam beslutsfattning
med resterande delar av projektgruppen.
Arbetsuppgifter: Utveckla konceptuell design for de ut-
tinkta scenerna och spelen.

e Projektledning & kommunikation: En projektmedlem
som stir tar ansvaret att halla i moten och fora projektet
framat i dess diskussioner, samt att skota kontakten
med handledarna och dirvid framfora det som sagts till

gruppen.

Arbetsuppgifter:  Styra diskussioner och skoéta kon-

takt med handledarna.

Arbetsfordelningen &dndrades efter halva projektets géang,
beroende pa hurvida projektmedlemmen fordjupa sig i andra
arbetsuppgifter. Denna fordndring ledde till en mer stromlinje-
formad och effektiv arbetsprocess. Fordndringarna blev i stora
drag att

e Konceptuell design togs dver av projektmedlemmen som
suttit som modelleringsansvarig

e Utvecklingsansvarig i Unity fick ta hand om allt kodar-
bete pa egen hand

e Huvudansvaret for modelleringen togs dver av den som
varit en hjdlpande hand i utvecklingen i Unity

e Tva personer gick ver till att hjdlpa till dér det behovdes,
vilket gav en mer flexibel organisation. Dirmed kunde
storre resurser liggas pd modelleringen, vilket tidigare
varit en flaskhals, samt att man hade avsatta resurser i till
att genomfora formella tester nér det krévdes.

Bigge arbetsfordelningarna som gjordes foljde samma process
som gick igenom tre olika faser:

1. Uppstart-fasen: Hir skedde all utveckling pa olika hall,
i vilka utvecklingsteamet undersokte de mojligheter som
fanns for tilltinkta koncept och borjade prototype:a utan
nagra skapade 3D-objekt fran modelleringsteamet. Det
senare satte sig in i det utvalda 3D-modelleringsverktyget
och paborjade sin inldrningsprocess for att kunna skapa
3D modeller. Den konceptuella designen forsoktes
konkretiseras (tecknas upp och skrivas ner) for att en-
klare kunna refereras till och itereras igenom, dessa doku-
menterades i en "Backlogg” i planeringsverktyget Trello.

2. Aktiva utvecklings-fasen: Under denna fas var de olika
del-team:en i sync genom att onskade 3D-objekt lever-
erades till utvecklingsteamet, som sedan kunde imple-
mentera och ligga pa den 6nskade funktionaliteten. Den
konceptuella designen utvecklades iterativt och nya kon-
cept kom fram allteftersom de behovdes for vidarutveck-
ling.

3. Finjusterings-fasen: I denna fas saktades sjdlva utveck-
lingen ner for att man skulle ga in mer pa testning och
finputsning av den nuvarande prototypen. Modelleringen
av 3D-objekt fortlopte lite lingre i den man objekt sak-
nades och behovde kompletteras. Feedback frin testning
pa olika nivaer f6ljdes upp, med dndringar f6r bade proto-
typens funktionalitet, utseende och konceptuella design.

Utvecklingsprocessen har f6ljt en agil modell ddr komponen-
ter av upplevelsen successivt har byggts ihop, testats och sedan
utvirderats for vidarutveckling.



4 Testning

Testning av produkten #r ett essentiellt inslag i utveck-
lingsprocessen. Aven om det kan vara kostsamt vad giller
bade tid och pengar, dr ocksd en liten datamingd
virdefull. I lingden ricker det inte alltid att hidnvisa till att
man som utvecklare vet vad kunden onskar: for att
resultatet ska bli som bist for bada parter giller det att
ocksd ha testat sin produkt pa gruppen av anvindare. Detta
minskar ocksd risken att vigledas for mycket av
overtygelsen att man sjilv “vet bist” om hur den rationella
anvindaren borde agera[2]. For att fa vidare bekriiftelse pa att
projektet var pa vdg i wtt riktning besoktes dirfor en
skolklass for att testa programmet, samt se och hora
testpersonernas reaktioner pa produkten.

Testning: Tyringe

Under onsdagen 2018-10-17 besoktes en sjundeklass pa
Tyringeskolan i Tyringe. I den kvalitativa forskningsmeto-den
finns flera olika alternativ nér det géller produkttestning. De tva
° som valdes ut till exkursionen var 1) fokusgrupper och 2)
direkt observation. Det ansags att dessa kunde kom-plettera
varandra: diskussioner i fokusgrupper kan visserligen p°
averkas av dynamiken deltagarna emellan, men de kan ocksa
ge virdefulla insikter om varfor det beteende (som visat sig vid
observationerna) uppkommit[2].

Malet med testet var att, genom att spela in sjilva anvéind-
ningssessionerna och plocka ut nyckelord fran de olika grup-
pdiskussionerna, besvara foljande fragor:

® Ar det roligt att spela?
® Ar nigonting svart att forsta?
e Lir man sig nagot, och i sa fall vad?

e Vilka dr kunskaperna och
miljoarbete?

tankarna kring

Tre projektmedlemmar var pa plats for att utfora testet,
valdes att under ett helt lektionspass (pa ca 50 minuter) lata
eleverna 16sa av varandra i ett angrdnsande rum, dir VR-
utrustningen monterats upp. Pa plats var hela tiden en han-
dledare, som hjilpte till med instruktioner samt headset och
handkontroller. Under tiden utférde de bada andra - en anteck-
nande, och en i rollen av moderator - tre stycken gruppdiskus-
sioner: forst tva med 4 respektive 4 elever som sedan skulle
testa prototypen, och dérefter en med 5 elever som redan te-
stat den. Efter elevernas lunchrast fick sa ytterligare 3 elever
testa produkten, utan att sedan intervjuas.

I diskussionerna forsokte de som intervjuade att kon-
sekvent stélla Oppna fragor med anknytning till de Gvergri-
pande fragestillningarna ovan. De elever som intervjuades
fore testet fick fragor som:

e Vad har ni tidigare ldrt dig om miljoarbete?
e Gor ni sjilva nagot for miljon?
e Vad gor era familjer for miljon hemma?

e Hur tror ni att miljotinket kan skilja sig mellan olika
familjer?

De som intervjuades efter testet fick svara pa:

e Vad tyckte ni om spelet?
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Figure 9: Livebild fran en testsituation

e Var det ndgonting som var sirskilt svart? (Bade spel och
utrustning)

Fanns det ndgot som var speciellt roligt?

Var hamnade ni efter sjilva spelscenen?

Har ni provat Virtual Reality tidigare?

Testning: VR-labbet pa IKDC

I VR-labbet pad IKDC var mélet med testet att de justeringar
och éatgirder som genomforts utifrin Tyringe-elevernas
respons skulle provas (genomfordes 2018-11-09).

Energispelet var annu bara i konstruktionsfasen och dirfor
inte mojligt att klara testa, i vidare mening dn att man hade
mojlighet att stinga dorrar och vrida av kranen.

De personer vi tillfrigat var alla elever vid Lunds Uni-
versitet, med ndstan genomgdende bakgrund inom antingen
data- eller kognitionsvetenskap, och det mal vi frin borjan
satt upp (pa ca 10 individer) uppfylldes med rage.

Istillet for muntlig respons fick deltagarna efter avslutat test
ge sin feedback i form av betyg pa en 5-gradig skala, avseende
ett antal olika aspekter, rorande (i ordning) de olika inslagen i
sopsorteringsspelet:

e Hur vdl man kunde identifiera foremalen.
e Hur det gick att greppa och kasta objekten

e Huruvida man noterat agenterna och forstatt skyltarna i
konsekvensscenerna.

Testning: Svaneskolan

Testtillfillet pa Svaneskolan i Lund (2018-11-27) skilde sig fr°
an det i Tyringe i ett par avseenden. For det forsta var
upplevelsen nu utdkad med energispelet, vilket gjorde att
varje testperson fick upp till 10 minuter pa sig att prova sig
fram i upplevelsen.

For det andra hade vi dirfor ocksd valt att inte fora
diskussioner i grupp efterdt, di eleverna var tvungna att
bege sig tillbaka till lektioner och inte heller kunde stanna



kvar i upp till (eller aterkomma efter) en halvtimme for att
sedan diskutera upplevelsen. Istillet fick var och en av dem,
efter just sin egen session, svara pa kortare fragor fran en av
testledarna, som dirunder forde anteckningar.

For det tredje var nu ocksé eleverna tillfragade pa forhand -
och schemalagda under en hel formiddag - vilket innebar att
de som tackat nej pa fragan t.ex. inte fick chansen att dndra
sig och gora testet efter att vi sjdlva fatt presentera oss och
vart projekt. Urvalet blev dirfor lite annat, och uppligget lite
mer ordnat, dn vid det forsta testtillfdallet. Av medlemmarna i
projektgruppen var nu endast tva stycken pa plats, vilket med
tanke pa tidigare testning - ansags kunna ricka.

Tidsomfanget blev ocksd storre: testen utfordes under
tre timmars tid, i princip utan avbrott, med deltagarna som
avloste varandra efter 10 minuter testning. Likheten med
forsta tillfdllet var att vi anvinde oss av samma VR-kit och
darfor kunde rikna med liknande avvikelser fran vad vi
upplevt med utrustningen i labbet.

Fragorna som stilldes till eleverna gillde i forsta hand
energispelet. Vad vi ville veta var om de forstatt vad sjilva
uppgiften var:

e Vart man skulle rora sig, och hur handkontrollerna skulle
anvéndas.

e Om man identifierat och kunnat anvidnda sig av

poidngrikningen (i form av klockan och batteriet).

e Om man forstatt budskapet med denna spelscen och om
den i allménhet var svar.

e Dessutom fick man kommentera Gvergangs- och kon-
sekvensscenerna till energispelet, och produkten i stort
- och dirmed alltsd dven sopsorteringsspelet, som var i
fokus vid forra tillfillet.

Vad som nu istillet inte, till skillnad fran i Tyringe, berdrdes
i samtalen med deltagarna var hur (och om) man annars sjilv
tinker pa miljon eller aktivt handlar miljovénligt, vad man fatt
ldra sig i skolan om miljoarbete och vad man tror att man sjilv,
som barn och skolelev, faktiskt sjilv skulle kunna utritta.

Testning: Demo pa Wisdome i Malmo

Efter de mer strukturerade testerna har vi ocksd genomfort
en storre demonstration for ett antal personer pa luft- och
sjofartsmuséet i Malmo som tillhor/representerar intressenten
for projektet; Wisdome (dir den fullbordade produkten
kommer att installeras).

Under en tvatimmarssession beskrevs bakgrunden till
och vara resonemang bakom hur den utformats - och pa grund
av utdragen teknisk forberedelse gavs introduktionen extra
mycket tid.

Felkallor for samtliga test

Stidderna Tyringe och Lund é&r storleksmissigt inte jamforbart
med Malmo (platsen for sjalva Wisdome), vilket kan innebéra
att anvindarna pa ena héllet har andra hemmiljoer 4n pa det
andra. Dirtill 4r det tinkbart att det genomsnittliga tekniska
kunnandet paverkas av demografin.
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Under testerna som skedde utanfor VR-labbet pd LTH -
anviandes en mobil enhet, bade i form av en laptop och ett
mobilt VR-kit. Anvindandet av laptop gav inga synliga prob-
lem, da dess hard- & mjukvara var tillrdckliga for uppgiften.
Déremot uppfattades det mobila VR-kitet (Samsung HMD
Odyssey [7]) ge simre upplevelse och resultat an det som pro-
grammet utvecklats mot (HTC Vive [8]). Detta lir mestadels
vara pa grund av dess mobila natur jamfort med att ha uppsatta
sensorer for tracking och inte pa grund av “wearables:en” i
sig sjilva.

Problemen som stottes pa gillde mest handkontrollerna, da
dessa var mycket svérare att hantera én de tillhorande Vive:en.
Det var mycket svarare att kasta foremal, samtidigt som det
var mindre intuitivt med hur “triggers:en” var placerade pa
kontrollerna, sa pass mycket att testledaren fick instruera
vildigt noggrant hur dessa skulle hallas.

Samtidigt speglar detta resultat vad som framhidvdes i
teoridelen: en teknisk begrinsning hos utrustningen (t.ex. ett
extra avgrinsat synfilt eller simre tracking) kan innebéra att
anvindaren inte upplever den presence som kan krévas for att
forstaelsen av situationen ska bli tillrickligt bra.

Niér det specifikt kommer till testningen pa Svaneskolan i
Lund - sé var de tekniska felkéllorna som sagt detsamma som i
Tyringe, medan demografin kan tinkas ha varit lite
annorlunda. 6 av 19 elever hade uttryckligen testat VR
tidigare, vilket inte lidr vara fallet hos den slutliga malgruppen.
Vad giller intervjusvaren tror vi ocksa att det kan ha funnits en
osidkerhet kring vad testledaren menat med fragan om vilket
“budskap” de olika spelscenerna haft.

Svaren pa dessa fragor blev ganska tvekande, men vi
tror att detta snarare har att gora med skygghet - sannolikt har
intervjun, nédr den gjorts mellan bara fyra 6gon, upplevts mer
som ett forhor 4n i gruppdiskussionerna i Tyringe - 4n att man
inte forstatt att den tinkta lirdomen ir att spara resurser.

S Resultat
Interaktion 1 (MAMNI0)

Hir nedan beskrivs det slutliga resultatet av projektet som togs
fram under Interaktion 1, med start i utkomsten av testet i
Tyringe, foljt av de uppdateringar som gjorts pa produk-ten
utifrin  testresultaten. Slutligen éaterfinns en kortfattad
beskrivning av slutprodukten.

Testtillfallet i Tyringe

Resultatet av de forsta tva diskussionerna visade ett par
tydliga tendenser. I princip alla forsokspersoner hade lirt sig
om bade utsldpp, global uppvirmning och sopsortering sedan
tidigare, 4ven om det inte tagits upp sa mycket just i skolan.
Flera hade ocksd uppfattningen att det viktigaste for miljon
var att minska koldioxidutsldppen.

Pa frigan om vad man sjilv gjorde for miljon var sop-
sortering det mest genomgéende. En av forsokspersonerna
formligen rabblade olika sorteringskategorier: brinnbart,
fargat eller ofdrgat glas, pant, och tidningar.



Forsokspersonerna forstod snabbt hur VR och produk-
tens Overgripande koncept fungerade. Det som diremot
visade sig vara ett problem var den generella “historian” som
produkten forsoker beritta, och dirfor ansags det svart att
veta vad som forvintades utféras av anvindaren.

Sopsorteringsspelet ansags ha ett klart och tydligt syfte som
eleverna forstod, och bortsett fran vissa svarigheter med
kastandet av skrdp (vilket delvis kan tillskrivas det mobila
VR-kitet) flot denna scen pa bra. Atminstone en av delta-garna
hade uppfattat tidrdkningen ovanfor sopkirlen i sjilva
spelscenen. Alla eleverna hamnade sedan i konsekvensscenen
”Skrotupplaget” (vilket tros vara pa grund av svarigheten att
kasta objekten, och att metallkirlet 4r placerat lingst bort),
men i denna scen trodde manga att de kommit till &nnu en
spelscen, och missade helt enkelt vad agenten forsokte beritta
for dem.

Atgiirder fran testtilfillet

Direkt efter att testresultaten var sammanstillda paborjades re-
videringar av produkten i enlighet med sagd feedback. De
stora punkterna som behovde dndras eller forbittras var:

1. Forbittrad introduktion till handkontrollerna

2. Tydligare direktioner i koket

3. Fa agenterna att framtrida mer i konsekvensscenerna
4. Finjustera sopsorteringsspelet

For att behandla punkt 1 fran listan med atgirder infordes,
for att bittre introducera anvindaren till handkontrollerna och
VR som helhet, en ny startscen. Istéllet for att anvindaren
forst hamnar i koket (som i den forsta prototypen) hamnar
hen istillet i ett enkelt vitt rum med endast tva tavlor och en
dorr som inredning. Detta for att minska det visuella brus som
i testerna bidrog till att forsokspersonerna (da fokus lag pa
att ta in koksmiljon) missade den da aktuella introduktionen
till handkontrollerna. Tavlorna ér till for att bade introducera
konceptet som ledtrad da liknande metoder planeras att
anvindas i nista kurs, samt att da ge den faktiska hinten om
hur handkontrollerna fungerar. I Figur 10 kan man se denna
scen, 1 vilken anvindaren har sett tavlan med instruktioner,
tryckt pa den hdgra handkontrollerns ”frigger” men innu inte
den vénstra.

Om handkontrollerna inte vidrors kommer de efter en
viss tid att borja vibrera litt, for att dra till sig anvindarens
uppmirksamhet. I denna bild kan dven dorren ses, och nir
anvindaren vil har “aktiverat” bada hinderna genereras ett
knackljud. Detta upprepas sedan tills anvdndaren Gppnar
dorren. Om detta lyckas sd kommer hen sedan( efter att
scenen bleknat bort) att befinna sig i koket och dédr kunna
borja interagera med virlden.

De storsta problemen som uppticktes under testerna var att
anvindarna onskade tydligare direktiv i kdksscenen samt att
de verkade sakna sammanhang och fokus i konsekvensscenen.
I och med att tavlorna nu introduceras tidigare sa dr chansen
storre att anvdndaren kommer att kunna ta till sig denna in-
formation. En rimlig forvintan dr dock inte att detta kommer
vara fullt tillrdckligt, s eventuella 16sningar dr att efter en
specificerad tidsperiod fa luckorna under vasken att borja
blinka, lysa eller uppfora sig dylikt, for att dra anvindarens
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Figure 10: Uppdaterad forsta scen

Figure 11: Sopsorteringsspelet - Version 1

uppmérksambhet till sig. I nulidget innehar luckorna endast en
lysande ram runt sig, vilket alltsa visade sig vara otillrickligt.

Att agenterna inte fick den nodviandiga uppmirksamheten kan®
atgiirdas genom att man slicker ner allt annat och ligger till en
scenlampa (som pa tavlan i Figur 10), vilken lyser pa det
agenten ska se. Alternativt kan allt annat blekna ut till vitt.

Sopsorteringsspelet fungerade som ovan ndmnt bra i sin
helhet, dven om det kan behova forindras for att fa en bittre
spridning pa de olika konsekvensscenerna, da de som testade
alltid hamnade pa ”’Skrotupplaget”. En losning vore att placera
alla sopkirlen pa samma avstand fran anviandaren, och att de
alla ger samma méngd poidng. Nackdelen med detta vore dock
att spelet tappar en del av sitt lirande, daden tidigare
uppstillningen bittre reflekterade pa vad som var viktigast att
sortera av de olika foremalen. P4 grund av otillrdckliga
tidsresurser dr detta ett beslut som skjuts pa framtiden.

Prototypen

Efter revidering som gjorts till foljd av testningen sa har en
prototyp fardigstillts for Interaktion 1 (MAMNI10). Denna
prototyp innehéller de olika delarna:

e Introduktionsrum



o Kok (Ldgenhet)
e Sopsorteringsspel

e Konsekvensscener

— Papp
— Plast

— Metall

Scenerna har olika syften. Det forsta rummet, Introduktion-
srummet, lir anvindaren som nidmnt ovan i avsnitt 5, att
hantera kontrollerna till Virtual Reality och hur interaktion
med foremal fungerar. Hirefter presenteras Miljonprojek-
tskoket, vilket agerar som ett nav i prototypen. Hir kan
anvindaren utforska flera mojligheter att interagera med sin
nya omvirld, bland annat att oppna luckor och lador, eller
lyssna paradion eller barnen som leker pa gatan utanfor.

Nar anvdndaren forst kommer hit ligger det skrdp och sopor i
storre delar av koket. Det dr dven hir som kopplingen vidare till
Sopsorteringsspelet finns, genom att de bada luck-

orna under vasken ska oppnas. Oppnas luckorna expanderas
koket, och ena vdggen flyttas bort ifrdn anvidndaren sa att en

bana bildas. Framfor anvindaren, i slutet av banan, dyker dven
ett trag med diverse sopor upp som anvindaren ska kasta i olika
sopkirl som &r utplacerade pa banan. Klarar anvidndaren av att
sortera tillrickligt mycket av skripet sditervinder anvindaren
till koket, men denna géng &r koket rent och utan skrép. Klarar
anvindaren infe spelet sa tas denne istillet till en av de tre
Konsekvensscenerna.

Vilken scen som visas bestims av vad anvidndaren var
sdmst pa att sortera och anvindaren kommer att ges en ny
chans att forsoka sig pa spelet. De olika scenerna visar platser
dir konsekvenserna av att inte dtervinna har allvarliga foljder -
sisom i skogen, havet och grundvattnet. Scenerna bebos
dven av en agent som forsoker forklara en historia om hur
sambandet mellan att inte atervinna sopor, och hur deras
hemmiljé (i konsekvensscenen) har fordndrats till foljd av
detta.

Interaktion 2

Har beskrivs det slutliga resultatet av hela projektet som togs
fram under de bidgge delkurserna Interaktion 1 & Interaktion 2,
med start i utkomsten av testet pa studenter pa IKDC, foljt av
de uppdateringar som gjorts pa produkten utifrin dessa testre-
sultat. Slutligen aterfinns en kortfattad beskrivning av slutpro-
dukten.

Testtillfallet pa IKDC

Har var resultatet av testerna for de olika deltagande i de flesta
fall positiva: de skimrande och blinkande signifiers vi lagt in
(eller skruvat upp) pa bade skapsdorrar, agenter och
scoreboard, gjorde att de nu upplevdes som klart tydligare.

Vad som fortfarande var oklart (frinsett objekten och ef-
fekterna i energispelet, som vi ju var fullt medvetna om)
var indikatorn for plastskrdp i sopsorteringsspelet - som inte
ansags vara fullt tydlig. I stort var responsen dock for det
mesta mycket positiv.
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Testtillfillet pa Svaneskolan

Svaren vi fick pa en del testfragor belyste ett flertal detaljer i
energispelet. Flera av eleverna tyckte att det hade varit svart
att “komma in” i spelet, dels pa grund av osikerhet kring hur [ °
angt man fysiskt kunde forflytta sig, dels blinkande ljus fran
olika hall i rummet, och dels att ljudsignalerna var otydliga.
Flera hade noterat klockan och batteriet, men inte foljt dem for
att veta hur vél man prestererat.

Konsekvensscenerna for energispelet upplevdes inte rakt
igenom som otydliga, men ndr de gjorde det berodde det
frimst pa att bakgrunden (med vagnar och kraftverk) varit
dunkel.Overgingsscenen till energispelet hade i sin tur flera g°
anger orsakat svarigheter under sjilva testet, vilket dock inte
framkom i diskussionerna. Detta antar vi berodde pa att denna
faktiskt framstod som en “sekundir” uppgift - vilket ju ocksa
stimmer med avsikten.

Vi kunde ocksa glatt konstatera att de allra flesta tyckt att
produkten och upplevelsen i stort varit rolig. Nagra
ytterlighetsfall forekom &ven; nigon (som ocksa testat VR
tidigare) klarade alla uppgifter helt felfritt och utan vidare
startstriicka, medan nagon annan nistan rakt igenom uttryckte
att det varit bade svart och ldskigt - och vi antar att det inte &r
till just dessa vi i forsta hand vinder oss.

Demotillfillet pa Wisdome

De av besokarna som ville prova pa produkten efter att vi
givet vart anforande om projektets bakgrund - gavs tillfille till
detta. Entusiasmen och den positiva responsen var omfattande.

Genom att innu en gang fa prova att sitta upp en test-miljo pa
en annan plats dn pa IKDC - sa fick vi upp 6gonen for flertalet
forbéttringar nir det kommer till att géra produkten dynamisk
ndr det kommer till dimensionerna pa testarean.

Vi sattes dven efter var demonstration i kontakt med
nagra av deltagarna pa demotillfillet som gérna ville veta mer
- och undrade ifall de kunde bidra till vért projekt.

Atgirder fran testtilfillena

Efter varje testtillfille sa satte vi oss ner och hade ett
gruppmote - didr vi tog fram konkreta punkter av feed-
back som vi behovde atgirda fran testningen; vare sig det
handlade om en bugg, eller ifall det handlade om att en
modalitet/interaktion ej fungerade som vi hoppades pa.

Dessa punkter av feedback gjordes sedan om till ”Cards”
pa webbtjansten Trello (en digital “kanban board”) - och
delegerades till en gruppmedlem som hade hand om det
omradet.

Lyckligtvis berorde de allra flesta punkterna av feedback
mindre delar av véra scener som upplevde otydliga eller att
interaktioner inte fungerade som tinkt, inte for att vi hade
dvergripande problematik med vért koncept.

Punkter av feedback som togs upp pa
testillfdllena/demotillfillet och senare &tgdrdades inneholl
bl.a. fo6ljande:

e Nya ljud for aktiva objekt i energispelet.



Tillagd, tydligare progress indikation i sopsorterins-
gsspelet.

Forindrad svarighetsgrad pa energispelet & sopsorterins-
gsspelet.

Omgjort batteri och klocka i energispelet.

Fortydligad och omgjord scoreboard pa sopsorterins-
gsspelet.

Fler feedback-ljud inlagda vid spelslut/spelborjan.

Flertalet omférgad for

fiers/indikatorer.

objekt tydligare  signi-

Forandrad logik for pussel-objekten i klassrumsscenen.
Utbytta modeller i klassrumsscenen.

Déorren till skolbyggnaden bytt fran “slide”- till pull”-

typ.
e Forindrad interaktion med skolvéska i hallscenen.
e Forkortad tid i forflyttning under transportscenen.

Da punkter av feedback atgérdats - sa loggfordes dessa - for att
sedan tas med i nistkommande ronder av tester (vare sig det
gillde ett formellt testtillfille eller iterativ testning som skedde
jdmte utvecklingen/implementationen).

Slutprodukt

Nu, efter att den sista delkursen (Interaktion 2, MAMN15) natt
sitt slut - s& har vi tagit fram en slutprodukt som innehaller
foljande scener/delar:

e Introscen 1: Lira sig kontrollerna
o Kok (Ldgenhet)
Sopsorteringsspel

Konsekvensscener for sopsorteringsspelet

— Papp
— Plast

— Metal
Introscen 2: Lira sig ny typ av interaktion
Energispel
Konsekvensscener for energispelet

— Negativ kolkraftverksscen

— Positiv kolkraftverk- och skogsscen
Hall (’Transport”)
Innergérd ("Transport™)
Konsekvensscener for “Transport”

— Skolgard: negativ
— Skolgard: positiv

Klassrum

— Solkraftverk & biome
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— Vindkraftverk & biome

— Vattenkraftverk & biome

Nytt for den sista delkursen var samtliga delar efter kon-
sekvensscenerna for sopsorteringsspelet. Saledes skapades 11
unika scener - med ett antal stora delmoment/funktionaliteter
inom varje scen; en stor tillokning gentemot forsta delkursen
(Interaktion 1, MAMN10).

Det stora fokuset i denna slutfas av projektet var dock
att rora produkten framat nir det kom till berittelse-aspekten;
”A Day in your Life”. Samtidigt lades det ner stora méngder
resurser pa att forbittra och iterera pa de delar av projektet
som mer eller mindre firdigstillts i foregaende delkurs
(Interaktion 1).

Till att borja med sa togs det fram en “positiv” kon-
sekvensscen for sopsorteringen - diar man bl.a. skulle visa for
anvidndaren exakt hur mycket av varje typ av objekt som man
sorterat - och vad detta resulterade i for podng. Implemen-
tationen av denna del slutfordes snabbt ndr 3D-modellerna
for scenen levererats - dd den i stort kunde ateranvinda
animationer och transitions fran tidigare scener i projektet.

Direfter paborjades implementationen av energispelet
utefter den konceptuella design och specifikationer som
tillagnats denne. De flesta objekten som skulle manipuleras i
detta spel hade redan modellerats sedan tidigare - da de var en
del av koket i sig. Dock behovdes det tas fram nya reglage,
knappar och spakar som behdvde placeras ut vid objekten -
som anvindaren skulle interagera med.

Nir energispelet implementerats férdigt - skickades det
direkt ut till testning (se “Testillfdllet pa IKDC). Feedback
fran detta test (och andra) anvindes till att iterera pa de
knappar, reglage, spakar och indikationsljud som tidigare
attributerats scenen. Ytterligare tester pa de atgirdade delarna
av scenen - resulterade i att vi kunde ldmna arbetet med
scenen bakom oss och fortsitta.

Hallen i ligenheten hade sedan tidigare varit nagot omoblerad
och odetaljerad. Da denna nu skulle anvindas som en scen
for att lamna ldgenheten - s behovdes det goras ytterligare
3D-modellering och implementation av ett antal funktioner;
genom att anvidnda sig av VRTKs fardigbyggda APIL:er
gillande “sticky placement”, kunde vi snabbt implementera
ett system dir anvindaren behovde placera ett par skolbdcker
i skolviskan som stod i hallen - innan anvindaren tilldts 6ppna
dorren och ldmna ldgenheten.

Niasta led i “Transport”-delen/scenerna i1 projektet ut-
spelade sig pa innergdrden nedanfor ligenhetens bostadshus.
Hir genomfordes en detaljerad planritning och planering for
hur 3D-modelleringen skulle se ut. Planeringen bar frukt, det
krivdes relativt lite 3D-modelleringsarbete for att sétta ihop
scenen dd manga modeller kunde ateranvindas, och imple-
mentation kunde sittas igdng omgaende. Innergéardsscenen,
likt hallen, kridvde specifik interaktion fran anvindaren for att
denne tilléts fortsitta till nésta scen. Nar detta implementerats,
polerades scenen med animationer pa fordon som korde forbi
utanfor innergarden, samt flertalet feedback-missiga ljud som
lades in i scenen.



Nir anvindaren gjort sitt val av vilken typ av fordon denne
skulle anvdnda for att ta sig till skolan - presenterades
anviandaren med en skolgardsscen. Denna skolgardsscen
gjordes distinkt genom inkluderingen av flertalet objekt,
particle effects” och animationer - beroende pa vilket fordon
som valts. Ifall bilen valdes, s& gjordes scenen full av smog,
samtidigt som bilen i sig kunde ses kora bort fran anvindaren,
komplett med avgaser och ljudeffekter. Ifall anvindaren valde
cykeln som firdmedel, s& var scenen istillet ljus, livlig -och
komplett med animerade fjdrilar och faglar som ror péaskolg®
arden. Efter att anvindaren befunnit sig pa skolgarden en stund
och haft mojligheten att se sig omkring, ringer skolklockan in
for att anvindaren ska forsta att det dr dags att rora sig in i
skolan, vartefter dorren in till skolbyggnaden indikerade till
anvindaren att den nu kunde 6ppnas.

Den sist implementerade scenen/delen i projektet - ut-
spelar sig i ett klassrum. 1 detta klassrum behovdes det byggas
en stor midngd logik som skulle hantera de olika bordens
miniatyr-landskap/biomer och dess delar. Ett system for
uppbyggandet av objekt - med hjilp av mindre del-objekt -
implementerades. Detta system gjordes dven robust genom
implementationen av ett slags “out-of-bounds-detection”-
system - som upptickte ifall objekt som anvindaren behovde
interagera med for att "komma vidare” i scenen - nu lag for
langt bort frin VR-systemets spelarea. For att gora de sma
biomerna pa de olika borden tilltalande och levande - lades
dven resurser pa att animera de olika delarna av biomerna;
traktorer korde omkring, kor och kameler som gir runt i
landskapet eller vriter pa huvudet, sol och moln som ror sig
ovanfor biomen, 0.s.v.

Nu vid projektet och de bidgge delkursernas slut kan vi
konstatera att samtliga 3D-objekt och modeller i hela pro-
jektet dr gjorda for hand av projektgruppen. Samtlig kod
anvind i projektet dr dven gjord for hand av projektgruppen
(forutom den kod géllande manipulation av objekt i relation
till handkontrollerna - vilket tillhér VRTK-ramverket). Hela
konceptet for produkten har ocksa tagits fram och finslipats av
projektgruppen, med stod av dess handledare.

6 Diskussion

I projektets syfte nimns tre nyckelbegrepp: hallbarhet, inte-
gration och inspiration. Det dr de bigge forsta begreppen som
hamnat i tydligt fokus, medan den sistnimnda antagits indi-
rekt ha kunnat tillgodoses genom anvindning och presentation
av en intressevickande “ny” teknik (VR). Att vid kommande
testtillfillen istillet bjuda in personer till universitetet och
VR-labbet skulle kanske ge en bittre, direkt koppling till just
ingenjors- och teknikstudier. Men ytterligare scener didr mer
fokus ligger pa inspiration till att studera vidare kan ocksa
vara en vidareutveckling som kan goras i framtiden.

Da en av avgrinsningarna fran projektsyftet var att frimja
integration sa har detta haft en paverkan av hur buskap
formedlas, dirfor aterfinns ingen text och tal i nagot sprak i
slutprodukten (férutom ordet “Skola” - som vi antar att
besokande skolklasser i var malgrupp kinner till). Detta just

for att inte utesluta ndgon som inte kan det potentiellt valda spr®

aket. Dock skulle text och tal hjilpa att formedla buskap i
spelet om det fanns stod for varje spelares sprak (vilket det
finns stod for i var slutprodukt). Nér uppgiften och syftet med
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en scen dr oklart kan ocksd mycket implicit vigledning ges
av ett enda ord, t.ex. “Sopsortera!”. En siadan information
skulle inte bara ge ett tydligt fokus utan ocksa exempelvis
forstaelse for varfor skdpsdorrarna nedanfor vasken dr mer
syngliggjorda dn andra skapsluckor. Som det nidmndes
under rubriken “Designprocess” har vi gjort ett aktivt val att
undvika all form av tal- och skriftsprak och istillet anvinda
rorelsemonster, bilder, ikoner, ljudnivaer/tonldgen och ljus
for att forsoka gora VR-upplevelsen forstaelig. Dock har
val av sprak implementerats pa begdran av handledarna, da
tanken #r att VR-upplevelsen kommer att komplementeras
med tal nidr den vil installeras pa Wisdome. Beroende pa
hur de talsekvenser som kommer ldggas till i framtiden utfor-
mas, kommer dven upplevelsen av produkten se annorlunda ut.

Niar det giller utvecklingsmiljoerna har inga vidare hin-
der uppstatt. Inldrningen av Blender har gatt fort och inte
fatt ndgon del i processen att stanna upp. Vissa faktorer,
som t.ex. instdllningen av gravitation hos objekt som faller,
sjunker och kastas har vallat storre problem #n andra, men
till slut anda kunnat kontrolleras bra genom vidare optimering.

I samband med slutpresentationen av projektet (i Inter-
aktion 1, MAMN10) uppkom fragor om huruvida man kunde
dndra poédngsittningen i spelscenerna, for att eventuellt kunna
uppmuntra och framja inldrningen mer. I nuldget ger som sagt
metallsortering bittre utdelning &n papperssortering, pa grund
av att det krivs mer energi att producera metall 4n papper.
Kanske skulle dock t.ex. negativ enf vid ett misslyckat kast
av en metallburk gora att man som spelare undviker dessa
objekt istdllet for att, genom att forsoka kasta dem bittre nésta
gang, maximera utdelningen. For att undvika en sadan effekt
kan direkt kompletterande elf behovas, sa att spelaren genast
far insikt i vad som behovs for att hoja sitt resultat. Den
feedback som anvinds behover inte bara vara av ritt typ utan
ocksa i manga fall ges direkt, for att optimal effekt ska uppnas.

Vid valet av sopsortering i en koksmiljo togs sirskild
hinsyn till igenk#nningsfaktorn; de patinkta anvindarna
antogs sedan tidigare vara bekanta med just denna. Resultatet
av testet visade att de dven i hog grad dr medvetna om
fordonsutsldpp. Korrekt atervinning av material dr en viktig
faktor och kan indirekt (genom att t.ex. mindre metallvolymer
behover utvinnas) medfora firre transporter, vilket skulle
potentiellt kunna ge den storsta langsiktiga vinsten.

Friagan om nagot sddant vore mojligt i det aktuella pro-
jektet dr relevant. Med tanke pa resursbegrinsningarna skulle
svaret, atminstone i det hir skedet, bli nej: da sopsorteringen
kan tinkas ske relativt intuitivt (skrip pa golvet och ett
sopkirl inom synhall ger en tydlig koppling), kriver ett val av
transportmedel mer av explicit information. Dartill dr kanske
inte en spelsituation optimal for denna typ av inldrning: i
sopsorteringsfallet verkar det rimligt att ge t.ex. enf nir det
kastade objektet slar ner i ett sopkérl, men det ir inte lika
latt att siga i vilket skede feedback ska ges pa ett val av
transportmedel. Uppstar felet ndr man borjar rora sig mot
flygplatsen, eller nir man borjar gi igenom gaten? Kanske dr
kunskap om mer generella attityder @mnad att istillet ldras ut
explicit.



Framtidsvision

Tanken med projektet dr att det ska vara sa pass vilutvecklat
att det kan std pa egna ben och visas upp pa Wisdome da
kurserna (Interaktion 1 & 2, MAMNI10/MAMNI15) &r avslu-
tade. Men da det kommer dr6ja upp till tre &r innan Wisdome
star klart pA Malmo museér, sa kommer EnVRment troligtvis fa
° en utstdllningsplats pa Vattenhallen Science Center pal.unds
Universitet sa linge. Ddr kommer det finnas mojlighet att testa
EnVRment under en lingre tid, och pa sa vis kan ytterligare
virdefull testdata samlas in och anvéndas till att iterera pa
produkten. Om planen att inkludera tal i produkten blir
verklighet, 4r Vattenhallen en utmirkt testmiljo for att
utvirdera olika designforslag av talresurserna.

En del av konceptet for produkten har varit att jobba
modulirt sa att spelet dr litt att expandera pa och bygga ut
- nagot som varit ett fokusomrade for gruppen tidigt under
projektet. Nagra av de idéer som skulle fungera bra som
ytterligare moduler att implementera i framtiden vore:

e Handla klimatsmart: Produkter som t.ex. framstills pa
olika platser i vdrlden - men siljs i Sverige - har olika
nivaer av klimatpaverkan. Hur handlar man klimatsmart?

o Utoka skolan med fler klassrum som har andra teman
an fornyelsebar energi. Hur kan man gora “’skolbaserad
utlirning” och teknik engagerande och tilltalande?

I dessa scenarier kan anvindaren fortsitta stillas infor olika
miljoval och problematik. D& projektet i detta fallet skulle
expandera in pa djupare typer av inldrning och liknande, och
avgrasningarna didrmed dndras, kommer dven teorin kring
detta omrade att omvirderas och med storsta sannolikhet
behova utokas/revideras.

7 Sammanfattning

EnVRment har haft som mal att ge kunskap och upplysningar
om miljo och hallbar utveckling samt integrera barn och
ungdomar i aldern 10-15 ar som har olika kulturella ursprung,
och inspirera dessa till att s& smaningom utbilda sig vidare
inom tekniska omraden. For att uppnd detta har ett VR-spel
tagits fram. Detta VR-spel har konstruerats till att beritta
och formedla en s.kk. A Day in your Life” - hos en mojlig
anvindare i var malgrupp - dir denna kan lira sig om detta.

Forst, introduceras anvindaren till en koksmiljo, i vilken den
forsta uppgiften bestar i att sopsortera pa ritt sitt. Om forsoket
misslyckas forflyttas man till en s.k. konsekvensscen, som
speglar miljoeffekterna av att materialet hos just det skridp man
sorterat samst, behover utvinnas i hogre grad.

Niasta uppgift for anvindaren dr att se till att minska sin
energiforbrukning i hemmet - genom att stinga av diverse
objekt i koket som drar strom. Om anvindaren misslyckas, sa
tas man vidare till en konsekvensscen dir ett stort kolkraftverk
som driver objekten i koket, kan observeras. Ifall anvindaren
lyckas med att forminska sin energiforbrukning - s kommer
denne i samma konsekvensscen - fa mojligheten att trycka pa
en stor knapp som stinger av och nedmonterar kolkraftverket -
samtidigt som miljon ses ater florera.

Direfter far anvindaren ta stillning till vilket transportmedel
denne anvinder for att ta sig in till skolan. Valet star mellan

41

bilen eller att cykla. Beroende pa vad man viljer s kommer
skolgarden som man hamnar pa - att se annorlunda ut (detta
fungerar som en slags konsekvensscen likt ovan).

Det sista anvindaren far i uppgift - 4r att lira sig om
olika typer av fornybara energikillor. Genom att konstruera
olika anliggningar pa sma miniatyr-landskap/biomer pa ett
antal bord i ett klassrum pa skolan - sa skall detta formedlas.

Var virld star infér enorma utmaningar nédr det kommer till
milj6 och héllbarhet. Manga av dessa utmaningar och dess
konsekvenser - kan ofta bli alltfér stora och komplicerade, och
ddrmed abstrakta - i utlarningssituationer. Vi vill darmed se till
att presentera problematik och losningar som ér relevanta for v°
ar malgrupp (10-15 aringar). Vi vill visa att det finns saker i
deras vardag - dir de kan gora enorm skillnad och paverka
milj6- och hallbarhetsarbetet pa ett positivt sitt.
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A Demonstration av prototypen
Hir aterfinns tva stycken videor som fungerar som enkla
demo’s till prototypen for Interaktion 1 (MAMNI10); en

kortare och en lite langre.

Youtube - Kort Demo (2min)

Youtube - Lang Demo (5min)



https://www.youtube.com/watch?v=EJjAhQjbxh4&feature=youtu.be
https://www.youtube.com/watch?v=EJjAhQjbxh4&feature=youtu.be
https://www.youtube.com/watch?v=TCgpAVIFju8&feature=youtu.be

B Testspecifikation

Test 17/10
Vad vi vill fa veta:

e Ar det roligt att spela?

o Ar nigonting svart att forsta?

e Lir man sig nagot, och i sa fall vad?

e Vilka ir kunskaperna och tankarna kring miljoarbete?

Den sista fragan ir intressant men lite sekundir. Allra frimst dr
det VR-upplevelsen som ska utvédrderas. Dock har ju grun-
dantaganden i var produktutveckling varit att kok dar ganska
lika disponerade (avs placeringen av sopkirl) och att man vet
vad kirlen dr och att det finns ett samband mellan de produkter
man slinger och att nagonting hiinder i var omgivning (dvs att
det behovs ravaror for att framstilla dem).

50 min till forfogande, test med VR kit. Dela upp grup-
pen i 2, den ena halvan (grupp 1) fir testa VR, andra (grupp
2) diskuterar med Magnus och ytterligare nagon. Efter halva
tiden byter man. Grupp 1 fir svara pa fragor kring hur dom
tinker kring miljo, grupp 2 far prata om VR-upplevelsen.
Diskussionerna for alltsa i fokusgrupper, rimligtvis om 5-6
personer. (Vi tar hojd for att testen tar ca 5 minuter per per-
son, och didrmed kan vi fa 50-(5x5)=25 minuter for diskus-
sion. Vi tror dock att detta kanske #r vil lang tid for en diskus-
sion.) Var erfarenhet sdger att diskussionerna ska foras i grup-
per bestiende av personer som kinner varandra (vilket de ldr
gora ritt hyggligt, dd de gar i samma klass). Detta ger bittre
forutsdttningar for ett fritt samtal. Vi later var kontaktper-
son (ldraren) pa skolan vilja ut nigra elever som bade kiinner
varandra, och “funkar” och kan fokusera i grupp.

Diskussionsfragor grupp 1 (20 min):

e Vad har ni fatt lira er om miljoproblem och kli-

matfériandringar? 2 min

Brukar ni tinka pa miljoproblem? 3 min

Vad tycker du ér den viktigaste miljéfragan? 4 min
Gor ni nagot hemma, fér miljon? Vad for nagot? 6 min
Sopsorterar din familj? Hur gar det till? 5 min

(Om man behover utfyllnadsfraga: Tror du att det skiljer
sig mellan din familj och dina kompisars familjer?)

Diskussionsfragor grupp 2 (20 min):
e Var tyckte ni om det?
o Varfor tyckte ni det/vad var kul eller trakigt?

Var nagonting svart? (Ex. tekniskt att anvinda VR,
spelkoncept eller forsta vad ekorren menade)

Vilken miljé hamnade ni i efter att skrdpsorteringsspelet
tog slut?

Varfor tror ni att ni hamnade dar?
Sag ni djuren? Vad ville de séiga?

Vad tar ni med er fran spelet?
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Under diskussionerna ir tanken att moderatorn later samtalet
“ga den vidg det tar”, sdvida vi far med véra fragestillningar
inom tidsramen. Frigan 4r om en observator ska fora an-
teckningar under diskussionen, eller om vi ska spela in den?
Kanske ricker det att notera vilka olika punkter (t.ex. att det
var svart att gripa tag om skripobjekten) som dyker upp i sam-
talen, och om nagon punkt 4r genomgaende (dvs om t.ex. detta
problem gillde for manga eller alla).

Under test med VR-set:
e Generella observationer

e Fa screencaps

Forberedelser

Testa med nagon som aldrig har testat VR forut, hur lang tid
tar det? Kan vi anvinda for att uppskatta hur manga personer
vi hinner gé igenom. Gruppdiskussioner - vad ska vi stilla
for fragor? Vilka “observationspunkter” ska vi ha under VR-
sessionen? Hur ska vi ta ut dom som ska testa? Fixa manus -
va ska vi exakt sidga? Screen caps (OBS)

e Genomforande - Innan 10:05

Fixa uppsittning av VR-utrustning

Sitta upp screencap

Recap testplanering
Intro med Olof

Kan vi stanna kvar och testa pa rasten?

Han fér ta fram de 8 testpersonerna - vikt pa
varierande socioekonomiska/kulturella bakgrunder.

e Intro med klassen 10:05 - 10:10

Vad vi heter och vart vi kommer ifran

Vi vill genomfora tester av vart VR-projekt som rik-
tar sig mot deras aldersgrupp.

Olof fér ta fram testpersoner, fyra personer gar med
Magnus & Johannes, tre sitter kvar i klassrummet
och en person foljer med Felicia och testar VR (nér
denne ir klar gar den tillbaka till lektionen).

e Test 10:15-10:40

— Pre-VR diskussion
Ni kommer senare att fa testa en VR-miljo som
handlar om miljo och héllbarhet. Vi kommer stilla
nagra fragor till er som vi kommer diskutera kring
tillsammans. (Stiller fragorna ovan)

Post-VR diskussion

Vi kommer stélla nagra fragor till er som vi kommer
diskutera tillsammans. Men innan vi borjar, vill vi
bara sdga att vi har inte personligen utvecklat den
hér miljon, sa ni kan vara drliga med det ni sdger.
Vi kommer inte ta illa upp om ni ger oss kritik, utan
er drliga asikt dr viktig for oss. (Stiller fragorna
ovan)

VR test

Jag heter Felicia, och jag kommer vara hir under
hela testet, sa har du ndgra fragor eller funderingar
sa hojta bara till. Innan vi borjar vill jag bara sidga
att vi testar det hér spelet, och inte hur duktig du ér.
S4 kiinn ingen press. Ar du redo?



C Skyltar i Konsekvensscenerna

Figure 15: Metall: 4

Figure 12: Metall: 1

Figure 16: Papper: 1

Figure 13: Metall: 2

Figure 14: Metall: 3 Figure 17: Papper: 2
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Figure 18: Papper: 3 Figure 21: Plast: 2

Figure 19: Papper: 4 Figure 22: Plast: 3

Figure 20: Plast: 1 Figure 23: Plast: 4
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Figure 24: Infotavla i koket som pekar till Sopsorteringsspelet

Figure 25: Infotavla som visar handkontrollerna

Figure 26: Infotavla som visar EnVRments logga
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Going through the motions of conversation: Social
movements in interacting robots

Christian Golcic, Gustav Harrysson, Hampus Johansson, Per-Magnus Ekstrom, Tora Hellgren

2019-01-20

During social interaction, individuals tend to adjust to each
other behaviourally. These adjustments include phenomena
such as mimicry and interactional synchrony, meaning that
the persons imitate each other or adapt to a mutual rhythm.
To investigate the dynamical aspect of social interaction, so-
cial movements of interaction partners were mapped onto two
robots. Interactions were filmed using Microsoft Kinect, and
depth data from the sessions were later used to simulate robot
social interaction. The movements of the two robots gave the
appearance that they were interacting, but the context was
not apparent. A survey showed that a majority of the par-
ticipants thought that the robots were communicating. As a
development of the project, the recorded depth data was used
in conjunction with a Bayes classifier, resulting in the abil-
ity of a humanoid robot to adapt its head movements to a hu-
man interaction partner. The humanoid robot was displayed at
an interactive technology convention at Lund University, and
visitors were allowed to interact with the robot. The overall
response from visitors was positive, though some commented
that the robot frequently looked away from them. While the so-
cial skills of the robot needs improvement, its current capacity
hints at a possibility for socially resonant robots. Robots with
a capacity for social resonance may in the future function as
a conversation partner for elderly, or as a therapeutic tool for
learning social skills in children with autism.

1 Introduction

Imagine two persons engaged in a conversation. As one of
the interactants talks, the rthythm of speech is accompanied by
body movements in both interactants. Focusing solely on the
body movements of the interactants, it is possible to deduce
how engaged they are in the topic of discussion or whether
they agree or disagree. It is also possible to get a feeling of
the overall atmosphere of the ongoing interaction. Simply put,
social movements can tell a lot about a conversation.

Now, imagine instead two robots engaged in a conversa-
tion with each other. What would you see? Something like
interaction sketched above? Or two rigid creatures exchang-
ing monotone speech back and forth, possibly accompanied
by one or two awkward gestures? Our guess is the latter al-
ternative. Even so called social robots today lack many of the
aspects of human social interaction. But what if it is possi-
ble to have robots dynamically adjust their movements to the
rhythm of the conversation? Thus making possible an interac-
tion more similar to human conversation.

Aim and social dimensions

The aim of our project has been to investigate the body move-
ments that accompany casual social interaction. This has been
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accomplished in two ways. Firstly, the coordination of human
body movements has been mapped onto two small robots, thus
simulating the behaviour patterns that are involved in conver-
sation. Secondly, with the aid of a naive Bayes classifier, a ma-
chine learning algorithm, the humanoid robot EPI has learned
to respond dynamically to social movements in real-time.

The project group consisted of five members, excluding
the project supervisors. Three members had a background
in engineering and programming, while two members were
cognitive students with a background in the behavioural sci-
ences. The distribution of the different tasks within the project
was thus an easy thing to accomplish. The programmers took
care of the technical implementation, and the others worked on
the theoretical background. The forming process of the group
was almost self-regulatory, and the norming as well went on
smoothly, with the supposedly storming part resembling just a
gust of wind, resulting in an atmosphere with a focus on per-
forming.

Bodily mimicry and interactional synchrony

While the ability to use language separates humans from other
animals, non-vocal behaviour has been shown to play an im-
portant role in human social interaction. This means that inter-
actants do not just respond verbally to their interaction partner.
Instead, bodily mimicry and synchronization of body move-
ments are important aspects of social interaction.

Studies have shown that people unconsciously mimic the
behaviour of their interaction partner. For instance, Chartrand
and Bargh [1999] found that the tendency to rub one’s face
or to shake a foot increased as a result of interacting with a
person performing one of these behaviours. That is, face rub-
bing increased in the test subjects when interacting with a per-
son who, repeatedly during the interaction, rubbed his face.
When interacting with a person who instead shook his foot,
foot shaking increased in the test subjects. Interestingly, none
of the test subjects being manipulated in this way reported be-
ing aware of these behaviours being performed by their inter-
action partner. This suggests that this form of bodily mimicry
is a nonconscious phenomenon.

Chartrand and Bargh [1999] refer to this type of mimicry
as the chameleon effect. Besides bodily mimicry, interactants
also tend to synchronize the rhythm of speech and gestures to
match their partner. This means that interactants adjust not
only to what behaviour their partner is performing, but that
they also adjust temporal aspects of speech and body move-
ments to match the partner. This coordination of body move-
ments has been called interactional synchrony [Bernieri et al.,
1994] or nonverbal synchrony [Tschacher et al., 2014]. Syn-
chronization of body movements in dyadic interaction appears
to be related to the degree of agreement between the interac-



tants. Studies have shown that people tend to value the degree
of rapport in a dyad as higher when the interactants show a
high degree of synchrony. This effect was found even when the
test subjects were watching a video simulation of two walking
stick figures [Miles et al., 2009]. Similarly, a high degree of
experienced rapport is correlated with interactional synchrony
[Bernieri et al., 1994].

In a study investigating the effect of conflict, it was found
that interactional synchrony is disrupted when the interactants
differ strongly in opinion [Paxton and Dale, 2013]. If inter-
actants instead are engaged in an affiliative, fun task, there is
a higher level of interactional synchrony [Paxton and Dale,
2013] [Tschacher et al., 2014]. Finally, there is a link to
affect, where positive affect was associated with synchrony
[Tschacher et al., 2014]. That is, test persons who reported
being in a good mood also exhibited a higher level of syn-
chrony.

The existence of mimicry and interactional synchrony
might at first glance seem like a peculiar aspect of social inter-
action. Lakin et al. [2003] suggest that mimicry has evolved
to function as a social glue, making interaction partners better
attuned to each other. In accordance with the idea of mimicry
as a social glue is the thought of alignment as central to human
conversation [Garrod and Pickering, 2004]. Conversation part-
ners are skilled at adjusting to each other, adapting at several
levels from behaviour to sentence structure. It is this capacity
for alignment that makes conversation easier than holding a
speech. Kopp [2010] expresses a similar view, referring to the
coordination of interaction partners as social resonance. This
resonance acts as a way of telling the interaction partner that
“I know what you mean, I have a similar gestural representa-
tion of it, and I know how it feels like” [Kopp, 2010, p. 592].
In other words, mimicry and synchrony can be thought of as
ways to coordinate the cognitive states of the interactants.

Social robots

Knowledge of how humans interact with each other when
communicating is highly relevant to the area of social robotics.
Since studies show that the degree of mimicry and synchrony
has impact on the affective state of the interactants [Tschacher
et al., 2014], and also affects perceived [Miles et al., 2009] or
experienced rapport [Bernieri et al., 1994], it is likely that in-
teraction with a robot with the ability to synchronize its body
movements to the interaction partner will affect how people
experience the interaction. If the robot manages to synchro-
nize to its human interaction partner in a successful way, it
is likely that the interaction will be perceived as natural and
easy-going. It is also likely that humans will experience relat-
ing to the robot and that successful synchronization will lead
to a feeling of mutual understanding. That is, people inter-
acting with the robot will probably find the interaction more
engaging when the interaction has some aspect of synchrony.
It is therefore possible that people will prefer interacting with
a robot with a capacity for social resonance compared to inter-
acting with a robot lacking this quality. These predictions can
be compared to the results of Mortl et al. [2014], where test
subjects described interacting in joint action with a robot that
synchronized to its human partner as pleasant. Test subjects
also reported that the perceived reactiveness of the robot made
it appear lively.

Lindblom [2015] distinguishes two perspectives in social
robotics; the aim to develop robots that are able simulate hu-
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man social interaction and the aim to develop robots that are
good at interacting with humans. The first perspective has as
its goal to better understand human social interaction, while
the second perspective is more focused on designing robots
that will function effectively in interaction with humans. Bart-
neck and Forlizzi [2004, p. 592] give the following definition
of a social robot: “A social robot is an autonomous or semi-
autonomous robot that interacts and communicates with hu-
mans by following the behavioral norms expected by the peo-
ple with whom the robot is intended to interact.”

Interestingly, the focus in this definition is on interaction
with humans. The authors further state that a robot that inter-
acts with other robots cannot be defined as a social robot. This
would mean that our simulation prototype consisting of two
robots engaged in the motions of a human conversation does
not, at least according to Bartneck and Forlizzi [2004], count
as social robotics. Still, the interacting robots can be seen as
a first step towards designing robots that have a better ability
to engage in social interaction with humans. Our second pro-
totype, the socially responsive humanoid robot, does on the
other hand fit well into the definition of Bartneck and Forlizzi
[2004]. Ultimately, a robot with a capacity to coordinate its
movements to its interaction partner will make social interac-
tions between human and robot more similar to human-human
interaction. A capacity for social resonance is also one way in
which a robot can be designed to follow the behavioural norms
of people.

2 Theoretical backdrop

Embodied cognition

The field of embodied cognition, which can be summarized as
the view that processes that underlie embodied actions are es-
sential for cognition [Lindblom, 2015], is in several ways rel-
evant to the discussion of social interaction and social robots.
First of all, the view that behavioural resonance is necessary
for social cognition, as expressed by Kopp [2010], is a clear
example of how cognition is embodied in that movements of
the physical body are a part of the cognitive processes of the
interactants. Second, the need for embodied cognition is also
expressed in the artificial intelligence field, but how this em-
bodiment is interpreted can have serious effect on how robots
are designed and how well social robots interact [Lindblom,
2015]. Lindblom [2015] suggests that embodied cognition in
artificial intelligence often has been equated with the need for
a cognitive agent to have a physical body, neglecting the im-
pact of how a biological body is an essential part of the cog-
nitive system of humans. While a biological body may not be
necessary for a cognitive agent, it may be that the body of a
robot in some ways must reflect the capacities for action and
interaction inherent in a biological body.

Social embodiment

Barsalou et al. [2003] present four types of social embodiment
effects that link cognition to bodily states;

e Perceived social stimuli produce bodily states.

e Perceiving bodily states in others produces bodily
mimicry in the self.

e Bodily states in the self produce affective states.



e The compatibility of bodily and cognitive states modu-
lates performance effectiveness.

An example of the first type of social embodiment effect is
the fact that subjects primed with an elderly stereotype tend to
walk slower compared to control subjects not primed with the
stereotype in question [Barsalou et al., 2003]. This means that
the subject of the conversation may influence how the interac-
tants move.

The second embodiment effect is essentially identical to
Chartrand and Bargh’s (1999) chameleon effect; that is, peo-
ple tend to mimic the behaviours of their interaction partners.
Barsalou et al. [2003] distinguish three types of mimicry: bod-
ily mimicry that includes body movements, mimicry of facial
expressions and finally communicative mimicry, where con-
versation partners match the other’s speech rate or utterance
duration.

The third embodiment effect, that bodily states produce af-
fective states, refers to the fact that a person’s mood can be
manipulated by manipulating the person’s posture or facial ex-
pression. For instance, if a person is asked to hold a pen be-
tween his teeth while reading a cartoon strip, he will rate it as
funnier than if the pen were held between the lips [Barsalou
et al., 2003]. This has to do with the fact that facial muscles
related to smiling are activated in the first case, while facial
muscles related to frowning are activated in the latter case.

The link between bodily and affective states can in the case
of social interaction cast a new light on the need for mimicry.
To mimic postures or facial expressions of the interaction part-
ner can lead to sharing affective as well as bodily states. The
nonconscious mimicry can thus work as a way to align feelings
or attitudes, resulting in the interactants being better attuned
to each other. Again, an example of social resonance [Kopp,
2010] where the adoption of the partner’s physical movements
influences affective states in both interactants.

The last embodiment effect described by Barsalou et al.
[2003] indicates that performance is more effective when bod-
ily states and cognitive states are matching. For instance, a
test subject asked to shake his head repeatedly while studying
a list of adjectives, is later better at remembering the nega-
tively valenced adjectives. If test subjects instead are asked to
nod their heads as in agreement, they are better at remember-
ing positively valenced adjectives [Barsalou et al., 2003]. This
compatibility effect suggests again a clear link between body
movements and cognition.

Mirror neurons

There is also neurological data suggesting that acting can be
related to understanding. The human brain is thought to in-
clude a system of mirror neurons that are essential for ac-
tion understanding and social cognition [Rizzolatti and Fabbri-
Destro, 2008]. Mirror neurons, first identified in macaque
monkeys, are motor neurons that are active both during the
performance of an action and when seeing someone else per-
form the same action. Rizzolatti and Fabbri-Destro [2008]
claim that the role of mirror neurons in monkeys is restricted
to action understanding, while the human mirror system has
a wider function including imitation and understanding inten-
tions and feelings of others.

It is worth noticing that the role of mirror neurons has
been questioned, especially in relation to action understand-
ing [Hickok, 2008]. Hickok and Hauser [2010] suggest that
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the role of mirror neurons in monkeys may not be to aid ac-
tion understanding, but may in fact be essential for low-level
mirroring behaviours such as yawn contagion. This idea is in-
teresting in relation to human social movements, since both
bodily mimicry and interactional synchrony are unconscious
phenomena. It is therefore possible that behavioural resonance
in humans is neurologically grounded in a mechanism that is
part of our primate heritage.

Gesture and cognition

Another example of how body movements are connected to
cognition is the fact that gestures can be seen as a tool for
thinking. Cartmill and Goldin-Meadow [2016] use the term
co-speech gesture to refer to the gestures that accompany
speech. These gestures do not carry meaning in themselves,
but instead illustrate the spoken word. It has also been shown
that persons allowed to gesture when explaining the solution to
a math problem, while at the same time remembering a string
of letters, performed better than persons doing meaningless
hand movements [Cook et al., 2012]. The authors explain this
finding by suggesting that free co-speech gesture lightens the
load on working memory. These results are interesting in re-
lation to interactional synchrony in that meaningless rhythmic
hand movements did not enhance performance. It is therefore
not the rhythmic aspect of co-speech gesture that is beneficial
to the thought processes of the speaker. This does not preclude
that rhythmic movements are important for the interaction as
a whole.

Dance metaphor versus information transmission
metaphor

Remember the fluid human communication described in the
introduction, and the contrasting robot exchange of speech?
These two examples can serve to describe two metaphors of
social interaction; a dynamic dance metaphor and a traditional
information transmission metaphor [King and Shanker, 2003]

The robot exchange of verbal information is a good exam-
ple of how social interaction has been described as the trans-
mission of information. Communication is thought to occur
when a receiver decodes information from a sender [King and
Shanker, 2003]. Interaction is thus seen as a linear event,
where each partner is either the sender or the receiver of infor-
mation. The information transmission metaphor is very much
in line with how cognition was perceived in the early days of
cognitive science, when the mind was likened to a computer.
Since this metaphor for a long time was dominant in various
fields studying communication, it is perhaps not surprising that
we envision robot social interaction to be in accord with the
idea of social interaction as information transmission. A pos-
sible reason why social robots are not very social may have
to do with the fact that communication is still being viewed
as first and foremost transmission of information [Lindblom,
2015].

King and Shanker [2003] suggest an alternative to the idea
of social interaction as information transmission. The dance
metaphor instead focuses on the dynamical aspect of commu-
nication. That is, both partners are continuously active as they
adjust their behaviour to the partner. In short, communication
is a lot like a dance. The dance partners together form a unit,
carefully synchronizing their movements. Similarly, commu-
nicating partners coordinate their movements. The idea of a
link between dance and communication is also expressed by



Michalowski et al. [2007] who suggest that dance can be seen
as a formalized version of the rhythmic synchronization typi-
cal of normal social interaction. Their dancing robot Keepon,
which synchronizes to sound or movement, can therefore be
seen as a way to explore interactional synchrony.

Interacting social partners as a dynamic system

King and Shanker’s (2003) dance metaphor for social interac-
tion is based on the view that interactants together form a dy-
namic system. Drawing on dynamic systems theory [Thelen
and Smith, 1994] they mean that interactants coordinate their
behaviour through a process called co-regulation. Dynamic
systems theory has been applied to physical as well as bio-
logical systems and states that complex systems tend to self-
organize, whereby stable patterns emerge [Thelen and Smith,
1994]. Schmidt et al. [2012, p. 277] suggest that the reason
why conversation partners easily coordinate “may be that a
combination of complex rhythmic activity and their interper-
sonal synchronization provides a basis for two individuals to
become a single dynamical system”. That is, the dyad be-
comes a single unit through interactional synchrony.

Synchronization in dynamic systems can have two out-
comes: in-phase synchrony at 0°or anti-phase synchrony at
180°[Schmidt et al., 2012]. In social interaction this means
that interactants can synchronize by acting at the same time, or
by taking turns. The most apparent example of turn-taking is
the fact that interactants take turns being in speaking or listen-
ing mode. The dynamics of anti-phase synchrony has been ex-
plored in the case of robot-robot interaction. Prepin and Revel
[2007] used oscillatory dynamics to create a situation where
each agent would adjust its behaviour to its interaction partner.
Perceiving movement in the interaction partner led to an inhi-
bition of the agent’s movements, thereby creating a situation
where turn-taking emerged. This example of robot-robot so-
cial interaction that simulates how humans interact with each
other is especially interesting since there is a certain similarity
to our project. The difference is that Prepin and Revel [2007]
created a situation in which rhythmic aspects of social inter-
action emerged dynamically, whereas our goal in robot-robot
interaction has been limited to mapping the social movements
of human interactants onto two robots.

3 Simulating social movements in robot-
robot interaction

As described in the introduction, the aim of the project was
to map mimicry and synchrony patterns in human interactants
engaged in a conversation, with the purpose of using the re-
sults to endow a humanoid robot with the ability to adjust head
movements to its human interaction partner. A first step in
this direction was to use the mapped human social movements
to simulate the motions of conversation in two robots. The
theory was that by simulating the behaviour patterns of the
interactants, the robots would be perceived as having a pleas-
ant conversation. To accomplish this, three main goals were
conceived: (1) collecting a data-set with 3D-movies from a
Kinect-recording of two persons during a fika-session. (2) re-
search for visual segmentation methods in order to find fields
of movement in the movies, and (3), writing programs map-
ping the detected movements onto two robots.
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Figure 1: Robot arms

Methods

Recording of social movements was made using Microsoft
Kinect, a motion sensing input device developed by Microsoft.
It has support for recording regular video as well as depth
maps, meaning it senses the distance from the camera to the
object it is viewing. For this project Kinect for Xbox 360 was
used.

The robots used for simulating social movements were two
simple robot arms, were each robot had three servos enabling
movement. The two robots are depicted in figure 1. The move-
ment of the robots was controlled using Ikaros, an infrastruc-
ture for system-level cognitive modelling developed by LUCS
Robotics Group. Ikaros’ functionality is based on modules,
which may be connected to one another. A large number of
modules are built into Ikaros, for example modules for pro-
cessing images, depth and controlling robotics.

Recording of participants

A video-recording set-up was prepared at the Usability-lab at
IKDC. One overhead camera was used during the whole ses-
sion, together with a Kinect, which was used sporadically. The
two participants were placed facing each other, seated at a ta-
ble, with the Kinect filming them from the side. The test leader
was hidden behind a mirror screen. As soon as the instructions
to start were given, the test persons were free to start the fika-
session, which was supposed to last for about fifteen minutes.
After five minutes, or when the test leader saw clear signs of
synchronization between the participants, recording with the
Kinect commenced. Two sessions were recorded, meaning
that two different dyadic interactions were included in the data.

The test persons were chosen from fellow students from
other programs than ours, minimizing the risk for bias due
to knowledge of the purpose of the film. They were already
befriended with each other, increasing the likelihood of them
having a pleasant conversation and thus increasing the occur-
rence of synchronization. The participants were given no in-
formation about the purpose of the project prior to the record-
ing session. They were just asked to sit down and have a fika.

The choice of recording a fika-session was based on the as-
sumption that such a social situation fulfills several demands
crucial to obtaining an optimal starting point for the robot-
mapping. The session was of an open and informal nature,



which meant that the participants were free to act as they liked
within the natural physical constraints of the situation, thus
opening up for a greater amount of spontaneously induced ac-
tions and interactions.

Technical implementation

Based on a visual video analysis, one part of the recording
done by the Kinect was chosen and served as a basis for the
technical implementation. The main reason behind recording
with the Kinect was the need for depth data, in order to analyze
how the persons acted in the 3D-space, as well as filtering out
data not connected to the test subjects.

By using Ikaros built-in Kinect module, the depth maps
were saved as an array of 640x480 images in .raw format, with
depth values between 0-1. In order to generate the original
depth values, a multiplication was done when feeding the im-
ages back into Ikaros for further analysis.

In order to filter out data not connected with the test sub-
jects, Ikaros built-in histogram module was used in conjunc-
tion with our own segmentation module. The histogram mod-
ule was used to find “blobs”, coherent values in the depth
space, and to output the min and max value of the blobs on
the depth axis. Since the persons recorded had quite coher-
ent values in depth space, the min and max values returned by
the histogram module contained the test subjects, but not for
example the background wall.

By feeding the output from the histogram module as well
as the original depth map into the segmentation module, we
were able to find pixels in the image that had a high probability
of belonging to the test subjects. This, since the pixels value
was between the min and max values outputted by the his-
togram module. To separate the test subjects from each other,
only one half of the image was processed at a time, since it was
previously known that the test subjects were located at differ-
ent sides of the images. To separate the head from the body,
a value on the y-axis was chosen, where all values above the
value was mapped as the head and all below to the body.

At this point it was decided that only the torso and head
of the participants would be mapped onto the robot, so no fur-
ther segmentation was performed. This was done due to the
technical complexity of finding arms in a video, as well as
the limitations of the robot. By having only 3 servos it could
not accurately display arm movement without compromising
the movement stemming from the head and torso movement.
Consequently, the arms were decided not to be included in the
mapping.

With a picture representing the head and body for each per-
son, further analysis could take place. The movement of the
body was calculated by taking the midpoint of the head and
the midpoint of the body and calculating the angle between
them. The movement of the head was calculated by taking the
rows a quarter length from the bottom and from the top of the
head. The rows were traversed towards the front of the head
which resulted in two points, one located at the forehead and
one on the chin. The movement of the head was then calcu-
lated by taking the angle between these points. This roughly
gave us the angle of when a person tilts his or her head up and
down when engaging in a conversation, enabling us to capture,
for instance, the movement of nodding. The value in degrees
connected with the movements of the body and head, was out-
putted from the segmentation module.

By using Ikaros built-in Dynamixel module, the servos on
the robot could be controlled. The output degrees from the
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segmentation module related to torso movement were sent to
the second axis on the robot - the axis affecting the robot’s
“torso” torque. The output degrees from the segmentation
module related to the head movement were sent to the up-
per axis on the robot, the axis affecting the robot’s “head”
torque. Thus making the robots move in synchronization with
the filmed test subjects.

Results

An analysis of the video material was performed and revealed
a difference in the interaction patterns of the two dyads. While
the interaction in the first session was characterized by a high
degree of head movements, the interactants in the second ses-
sion used a variety of subtle as well as more conspicuous
movements that included the use of of head, hands and the
whole body.

The interaction of the second dyad was more varied and in-
cluded examples of both anti-phase and in-phase synchroniza-
tion. Here both movements of the torso and head movements
were subject to in-phase synchrony. There was also a great
deal of mirroring of postures and body movements in the sec-
ond dyad. For instance, the interactants would lean forward at
the same time, or would mirror arm positions such as letting
the elbow rest on the table.

Based on the analysis it was evident that synchronization
of movements between the two interactants took place during
both sessions. Though, the clearest cases of synchronization
were not filmed by the Kinect. We decided to proceed with
the Kinect film that upon visual analysis showed most signs of
synchronization. The photographs in .raw format served as in-
put to the segmentation and histogram module. The histogram
module provided the following output:

e Min - 656

e Max - 848

During the segmentation process, the coordinates relevant
to the head and body are processed as specified in the method.
The outcome of the processing was the degrees relevant for the
angle of the torso and head for each of the interactants. The
outputted head and body degrees for each of the persons were
mapped onto the two robots to simulate them interacting with
each other. The result of this is presented in video format in
appendix A.

Evaluation of the simulated interaction

A questionnaire was distributed online and received a total of
25 replies. A short video clip was included and the questions
focused on how the participants perceived the robot interac-
tion. The first question in the questionnaire required a descrip-
tive answer, and the answers to this question are analysed from
a phenomenological perspective in the next section. The rest
of the questions, except for an opportunity to add additional
comments as a final question, were of a nature that were well
suited for a quantitative description. The results showed that
80% of the participants thought that the robots were communi-
cating, but only 64% also replied that the robots were engaged
in a conversation. See figure 2 and 3 for a comparison. Due
to the low number of participants this 16% difference only
amounted to 4 individual answers, which might be a coinci-
dence.



Figure 2: Do the robots communicate?

Figure 3: Do the robots converse?

The participants were also asked about how they perceived
the robot relationship. 64% responded that the relationship
was characterized by friendliness, while 28% thought that a
competitive relationship best described the robot interaction.
8% perceived the relationship as hostile. These results, de-
picted in figure 4, can be compared to the results regarding the
nature of the interaction.

Figure 4: Robot relationship

To get an idea of how the robot interaction was interpreted,
the participants were also asked to rate the interaction in terms
of friendliness, naturalism, intensity and synchronization. The
form was designed to let the participant rate the interaction,
using a scale of 1 through 5, in relation to two contradictory
descriptions, such as natural versus unnatural or friendly ver-
sus unfriendly.

Regarding friendliness, 36% responded that the interaction
was quite friendly, while 28% replies were neutral and another
28% thought the interaction was somewhat unfriendly. See 6
for a diagram. These results show that while respondents pre-
ferred to describe the robot interaction as friendly when com-
pared to competitive or hostile, they did not rate the interaction
as entirely friendly but rather as neutral, or somewhat friendly
or unfriendly.
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Figure 5: Perceived friendliness

When asked about the intensity of the interaction, the re-
sponses were evenly split between quite relaxed (40%) and
quite intense (40%). Interestingly only 8% chose to describe
the interaction as neutral, meaning that the majority of the re-
spondents saw the interaction as either somewhat relaxed or
somewhat intense.

A bit disappointing was the result that only 24% of the
participants thought that the interaction was more or less syn-
chronized. Instead 44% responded that the interaction could
be described as disharmonious, to a lesser or greater extent.
There might be many reasons behind this result. What we be-
lieve to be the most feasible explanation is the fact that our
analysis and implementation only encompass a few of the in-
volved factors and variables that we know of today.

Similarly, the answers regarding the naturalness of the
robot interaction showed a result that was quite evenly dis-
tributed around a neutral answer (44 %), with 24% and 20% of
the answers given suggested a somewhat natural or somewhat
unnatural robot interaction. The high number of neutral an-
swers might indicate that the eventual naturalness of the robot
interaction was hard to rate based on the short video footage.
Additionally, since the nature of the interaction was not easily
interpreted, it was perhaps not clear to the participants in what
way the interaction would be seen as natural or unnatural.

Phenomenological Analysis

The opening question in the questionnaire was deliberately
constructed to ensure that the participants comments were as
free from influence from the experimenters as possible. The
question was formulated as such: “how would you describe
what is happening in the film?” This leaves room for the par-
ticipant to to be either very economical in the description of
the contents of the film, concentrating mostly of using words
focusing solely on the observed behaviour of the two robots, or
using a more narrative language, implying, implicit or explicit,
a deeper level of explanation of the robotical behaviour. The
answers to this question, 20 in total, were given a phenomeno-
logical analysis in order to examine what kind of impression
the film had evoked in the participants.

Phenomenology

The Transcendental Phenomenology was formulated by the
philosopher Edmund Husserl in the beginning of the twenti-
eth century. It could very briefly be described as an attempt
to focus on descriptions of the world as it is experienced by
us humans. Phenomenology is interested in the phenomena



as it presents itself to us within certain contexts and at certain
times, and is not trying to extract general abstract formula-
tions about reality. From the phenomenological point of view,
our experience of an object is inseparable from the object it-
self. Grounded in philosophy, the phenomenological approach
has been in wide use in psychology, mainly because of its fo-
cus on consciousness and the personal experience. In prac-
tical psychological use, two methodological distinctions are
made. The first is phenomenological contemplation and deals
with introspective reflections upon personally perceived phe-
nomena. This will not concern us here. The second, and the
one put into use in this context, is phenomenological analy-
sis, which deals with interpreting the experience of a research
participant. The analyzed phenomena in this context were the
participants comments on the robot film.

Method of analysis

The method in use takes its general description from Willig
[2008], but was adapted to this special situation.

o All the comments were read and reread.

o Different themes in the text were identified and labeled.
These themes were centered around concepts catching
something essential in the text.

The identified themes were structured into different
groups, either by their common meaning or reference, or
due to their hierarchical nature. They were given appro-
priate titles, chosen either by the analyzer, or by using
“in vivo”-terms, i.e. descriptions found in the comments
made by the participants.

A summary table, table 1, was constructed, consisting of
the structured themes together with quotations illustrating
them. Normally, a column with the number of the page,
and place, where the quotation could be found, would be
a part of the summary table as well but due to the rela-
tively limited amount of raw data, this was omitted.

This process makes constant use of the so called
“hermeneutical circle”, which means that during the process of
interpreting the text, there is an ongoing procedure of returning
to the original data to ensure that the concepts extracted from
the text are valid representatives of the inherent meaning.

Cluster label 1: Definition of activity
Theme label 1. Movement
Theme label 2. Interaction

Theme label 3. Communication

Quote/Keyword
“Two robots are moving”
“Two robots are interacting”
“Two robots are communicating”

Cluster label 2: Definition of actor

Theme label 1. Inanimate subject “Robots”
Theme label 2. Animate subject “Meerkats”
Theme label 3. Human being “Persons”

Table 1: Summary Table

In table 1 the labels of the activity could then be lined up
on a scale going from simple to complex, like this: Movement
- Interaction - Communication.

The labels of the acting part could be lined up in a sim-
ilar fashion, like this: Inanimate Subject - Animate Subject -
Human Being.
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Conceptual Grid

Using these labels and thematic definitions a conceptual grid
was constructed. The numbers in the grid represents how
many representations of the conceptual combinations were ex-
tracted from the comments. F.ex., the number “1” in the center
means that one person thought that the film showed animate
subjects engaged in interaction.

Movement Interaction Communication
Inanimate Subject 4 3 4
Animate Subject 0 1 2
Human Being 0 0 6

Comments

Unsurprisingly, no one described the film as consisting of hu-
man beings just moving or only interacting. When the robots
were described as human beings they were also described as
being engaged in communication of some kind, in all cases
described as verbal. When the robots were described as ani-
mals one case of interaction and two cases of communication
was found. When the robots were described as inanimate the
description of their behaviour was rather evenly distributed be-
tween the three concepts. Most interesting here is perhaps the
willingness to attribute the concept of communication to the
robots, in three cases even explicitly described as verbal com-
munication, and in two cases described as engaging in sharing
emotions! Considering the rather simple and mechanical look
of the robots, this is a striking example of the human willing-
ness to anthropomorphize even under sparse conditions.

Discussion robot-robot interaction

If we take a step back to get another, broader and wider view
of the project, we can let go for a moment of the strict techni-
calities of the robots and the mapping process, and reflect for a
while about what we are experiencing from the perspective of
a human observer, or interactor, in the setting. Hopefully, the
robots do what they should, depending on the mapped move-
ments extracted from the film of the two socially interactive
persons. But how do human onlookers perceive and inter-
pret the robot-like movements from a, so to speak, more gen-
eral phenomenological perspective? In what way should, and
could, we describe what is happening between the robots?
Some clarifications and terminological explanations might
be needed to further enlighten the the perspective. As human
beings, we seem to have an inbuilt tendency to interpret sev-
eral phenomena as being in possession of more than what im-
mediately meets the eye. Humans seem to be hardwired in a
way that makes us prone to interpret even rather simple visual
phenomena as having a more complex background apparatus
than there actually is. Take for example John Conway’s game
“Life”, Gardner [1970]. This is a mathematical game played
on a computer, (it could be played with paper and pencil if you
have the time and patience). It starts from an initial setting, and
obeying a few rules it starts creating patterns in a manner that
easily makes you interpret them in terms of a goal-oriented
behaviour like “surviving”, “dying”, “blinking”, etc., despite
the fact that the whole show is built upon strict rule-following.
This is nothing new in itself, any game of chess, for example,
could be described in terms of pawns “offering” themselves,
or a rook “attacking”, even if you know that all the pieces are



doing is obeying the rules of the game as they are acted out
by the player of the game, which for all we know nowadays
even could be a computer. Leaving the human phenomena
of anthropomorphizing aside for a while, we can try to zoom
in on an appropriate terminology for describing or explaining
various behavioural phenomena, be they naturally evolved or
artificially constructed.

Stances

The kind of quality or property you attribute to either a fellow
human being, an animal somewhere on the phylogenetic lad-
der, or an artifact, like a robot, could then be dependent upon
what kind of stance you take when describing its behaviour.
Dennett [1987] describes three different kinds of stances for
interpreting behaviour: the physical stance, the design stance
and the intentional stance. The physical stance means a focus
on the physical constitution of the system, while the design
stance means a focus on how the system is designed to func-
tion. The intentional stance, finally, suggests that the system
should be treated as a rational agent with beliefs and other
mental states.

If we take our robot arm as an example, the physical stance
would be superfluous, since the construction of the robot is
known, and its behaviour is fully determined by the program-
ming and mapping procedures. The design stance, instead
would be a better level of description. The robots’ behaviours
could be described in terms like the following: “if robot A
moves forward, then robot B moves backward”. Most use-
ful is finally the intentional stance. The robots can be treated
as rational agents with goal-oriented behaviour grounded in
a world-view. The description could be as follows: “A
leaned cautiously forward and nodded its head slightly, while
B turned backwards a bit in surprise”.

The way the robots are described gives away your opin-
ion, be it explicitly encompassed or not, about what kind of
qualities you are attributing to it. This is not the same as be-
lieving that the robot actually has has these qualities, but you
can choose the level of behavioural description depending on
what you want to achieve in terms of behavioural understand-
ing and communication.

Descriptive concepts

Another sort of behaviour-interpretative approach is the de-
scriptive concept described by Dennett [1996], that includes
four levels of “creature”-concepts, all created with naturally
evolved organisms as a matrix for description. The first one is
named a Darwinian creature, named after the father of evolu-
tion, and consists of an organism with its behavioural reper-
toire completely hardwired from its birth, without any be-
havioural flexibilities. The second level is named a Skinnerian
creature, named after the behaviorist who made the concept
of conditioning his major explanational vehicle, and consists
of an organism that responds to environmental stimuli and re-
peats responses that are reinforced. A third type of creature
is the Popperian creature, consisting of an organism equipped
with an inner selective environment that is able to pre-evaluate
the outcome of an expected event. The last sort is named a
Gregorian creature and consists of an organism with the abil-
ity of importing “mind tools” from the cultural environment,
thus being able to improve both its inner as well as its outer
environment.
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If we scrutinize our small robot with these concepts in
mind, as what kind of creature could it be described? At
this point in its life-story, the robot perhaps could be said to
place itself between a Darwinian and a Skinnerian creature,
with its behaviour of a somewhat rigid kind in a Darwinian
manner, with hints of a more Skinnerian kind, as its behaviour
sometimes seems akin to reactions to environmental cues of a
stimulus-response way. In the next part of its life, perhaps it
will be able to interact dynamically in real-time, then giving
the impression of being a Popperian creature.

This descriptive apparatus could be applied to the results
of the phenomenological analysis of the questionnaire. If you
choose to describe the robots behaviour solely in terms of
movements, then you could be said to have taken the physical
stance towards it. If you choose descriptions involving inter-
action, you could be said to have taken the design stance, and
if you choose a vocabulary involving concepts of communi-
cation, you could be said to have taken the intentional stance.
If you describe the robot as an inanimate subject, yet capable
of involving in responsive interaction, this could be described
as a description of a Darwinian or even a Skinnerian creature.
If you describe the robot as an animate subject with the abil-
ity to interact or even communicate, this could be described
as a description of a Popperian creature, and if you describe
the robot as a human being involved in verbal communication,
then your description is of a Gregorian creature. Within the
questionnaires answers to the question of what is happening
in the film of the two robots, all the different stances were
represented, and all the different creatures could be said to be
implicitly represented. Not all combinations were represented
though, as the zeros in the conceptual grid shows.

4 Social movements in a humanoid
robot: human-robot interaction

The second part of our project meant that we shifted the focus
to real time human-robot interaction. Here our aim was that
a humanoid robot would be able to use social movements in
an interaction with humans, both by mimicking its interaction
partner and by responding appropriately to social movements.
The robot would therefore be able to engage in human conver-
sations by adapting its head movements to a person standing
in front of the robot, thus giving the impression that the robot
could silently participate in a conversation between two per-
sons.

Methods

Yet again, as specified in the method for section 3, the Mi-
crosoft Kinect for Xbox 360 was used, but this time two units
were utilized. Though, the two robot arms were substituted
for the humanoid robot EPI. As specified by the Lund Univer-
sity Cognitive Science robotics group: “Epi is a humanoid
robot developed by LUCS Robotics Groups. It was designed
to be used in experiments in developmental robotics and has
proportions to give a childlike impression while still being de-
cidedly robotic.” LUCS. EPI, in the form we used it, consisted
of a head with two eyes, two arms with corresponding hands
and a torso, which were all movable. More specifically focus-
ing on the head, EPI could move its head vertically to simulate
for example nodding movements as well as rotating its head
horizontally and thereby look from side to side.



Figure 6: EPI

To control EPI, the Ikaros system developed by the Lucs
Robotics Groups, was once again used. As with the robot
arms, the movements of EPI were controlled by servos and
these servos could be controlled by utilizing modules in
Ikaros.

Recording of participants

Due to the fact that the robot should look directly at the per-
son it interacts with, the need to record new videos of people
interacting arose. This, since the previous videos only showed
the interactants in profile, which not generated enough data re-
garding the horizontal rotation of the interactants heads. This
time, due to time constraints, we recorded ourselves having
conversations in a more unregulated manner compared to the
previous recording sessions specified in section 3. The record-
ing took place in LUCS Robot Lab and the two interactants
were group members involved in the project. In front of each
participant, a Kinect was placed to record the interactants from
the front whilst having a conversation.

Technical implementation

The same methodology as specified in section 3 up to the
head/movement tracking module was used. An adjustment
of the module from section 3, which tracked movements and
segmented the output data, was developed in order to capture
the vertical up and down movements and the horizontal side
to side movements of the head. By applying the depth data
collected by the Kinect a z-axis could be created, which was
needed to appropriately track the head from the front. By split-
ting the head in two parts, upper and lower, taking the centre
point of the two halves based on the x and y values and calcu-
lating the angle between them based on the z-values; a repre-
sentation of the vertical head angle was generated. Similarly,
by splitting the head in a left and right part, taking the centre
points of these based on the x- and y-values and calculating
the angles between them based on the z-axis, resulted in an-
gles describing the horizontal rotation angles of the head. This
combined made up the new head tracking module.

In order for EPI to interact with a human, it needed some
kind of perception of the human it would interact with. To
achieve this, the Kinect was used in conjunction with the head
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tracking module in order to feed data to EPI that it could base
its behaviour on. The choice was made to base the robots head
movements on the head movements of the robots interaction
partner. So in this case, the data mentioned, is data regarding
the head movements of EPIs interaction partner.

In order to generate dynamic and natural head movements
that would be based on EPIs interaction partners head move-
ments, machine learning was used. To generate the data nec-
essary to train a machine learning algorithm, the recording of
the two group members interacting was processed using the
head tracking module in order to generate data corresponding
with the head movements of each recorded person. The data
consisted of vertical and horizontal head angles for each of the
interactants during the conversation. In order for the data to be
useful it was split into segments, in our case 20 values long.
Each segment could be seen as a short movement.

Furthermore, the mean and variance values per segment for
person 1 was saved together with the corresponding segment
for person 2 with an offset of 1 segment. The reason for saving
the segment with an offset of 1 segment, is due to the fact that
the movement of person 2 is a reaction to the previous move-
ment made by person 1. The reason behind saving the mean
and variance value was our choice of the machine learning al-
gorithm, the naive Bayes classifier. The naive Bayes classifier
was chosen both due to its speed as well as its ease of imple-
mentation.

In the final module, which is active when the robot inter-
acts live with a human, two buffers with the same size as the
previously recorded movements is filled with values from the
Kinect and head tracking module. The mean and variance are
calculated on the buffers and feed through the Bayes classifier
where it is compared to the previously recorded mean and vari-
ance values. This will generate probabilities that the buffered
movement is a previously recorded movement. The movement
corresponding with the maximum likelihood outputted by the
Bayes classifier will be performed by EPI, thereby reacting to
the humans head motions. As specified above, the recorded
movement stored together with the variance and mean values
is the reaction to the movement that generated the mean and
variance, therefore the movement performed by EPI will be a
reaction to the movement it saw.

We also took into account that the maximum likelihood
for a movement, generated by the Bayes classifier, will be low
in some cases. In this case the robot performs the buffered
movements instead of a previously learned one, thus mim-
icking its interaction partner with a delay of one segment.
Mimicking, as specified in the theory section and section 3,
also makes humans perceive the robot as a more interactive
agent, which made mimicry a sensible default movement pat-
tern. The threshold for filtering away the previously learned
movement was set to 12%.

The movements generated were twitchy though, especially
when the observed person was standing still. This was due
to minute changes in head movement which made the robot
shake. As a solution we implemented a filter which ignored
changes which resulted in a very small movements. Outliers
in the data were filtered away as well to protect the robot from
turning too much too quickly. Lastly, a filter which took the
sliding mean of the values of the head movement was ap-
plied as well to reduce the aggressive movements. In order
to make the robot feel more lifelike, we also implemented a
set of pre-programmed arm movements which were randomly
cycled through to give the impression it being a real person in



a conversation.

Conclusively this made EPI move its head smoothly based
on a learned pattern and when no such pattern was found, EPI
mimicked its interaction partner.

Results

The final result was a robot that could move its head dynami-
cally based on real time data generated by the Kinect and head
tracking module. EPIs most common head movements were
small ones, quite similar to movements previously seen in the
recorded material. Sometimes though, when interacting with a
human, EPI performed large erratic movements; furthermore
sometimes the head would get stuck in unnatural positions, for
example looking away from the interactant. It also performed
pre-programed arm movements to give a more lifelike impres-
sion.

Regarding the output from the naive Bayes classifier, the
maximum probability usually ranged from below 1% up to
30% likelihood of being a previously seen movement. The
most common probabilities was in range between 3% and
15%. Therefore, since the probability threshold was set to
12%, EPI performed lot of mimicry instead of previously
learned actions.

Focus group reactions

The final product was demonstrated at an interactive technol-
ogy convention at Lund University and visitors were given an
opportunity to test the robot. They were instructed to stand
in a specific place after which we explained to them what
the project was. While we conversed with the visitor, an
Xbox Kinect was recording their reactions to which the robot
reacted. The overall reaction was positive and the visitors
seemed to enjoy the experience, but some commented that it
turned its head away from them.

Discussion social movements in human-robot inter-
action

There are several factors regarding the technical implementa-
tion that might have affected the outcome. Firstly, the posi-
tion from which the Kinect recorded the participants and was
placed during live in interaction with EPI, played a crucial
part. This, since the position of the Kinect affected the in-
put to the head tracking module and therefore also all of the
angles outputted by this module. It is by no means certain that
the Kinect could film from the same angle both when used to
record the conversation and when used in the live robot inter-
action. Thus introducing errors in the comparison between the
stored movements (mean and variance) and live movements
made by the Bayes classifier.

Furthermore, the sometimes erratic behaviour of the robot
could be explained by the fact that all movements are gen-
erated in a black box fashion, by splitting the recording into
segments. In the context of the recorded conversation session
a certain movement might have made sense, but there is no
certainty that the movement made sense in the context with
the live interacting robot. A further downside to our approach
is that we always select the most probable movement in each
case, therefore creating a robot that is highly opinionated in its
actions and with less flexibility.

The processing of the real time data, when EPI interacts
with a partner live, is also flawed. By only doing calculations
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for each segment, a significant error source is introduced. This
is probably what decreases the likelihood of finding a match
for a previously stored movement significantly. If a movement
match is not found, the robot will perform a movement that is
in the buffer, thus mimicking the human, and once this move-
ment is done and the buffers are filled with entirely new val-
ues, the buffers are fed through the Bayes classifier again. An
approach that most likely would have generated higher prob-
abilities of finding a matching movement is to do calculations
on the buffer each time a new data value is added and only
mimicking until a high enough probability is found. Though,
this method also has problems since the likelihood that a mim-
icking movement is interrupted increases, which could lead to
unnatural movements.

The naive Bayes classifier is by no means perfect either.
Compared to other approaches such as using artificial neural
networks, the Bayes classifier, various decision trees etc. the
naive Bayes classifier is usually less efficient. The naive Bayes
classifier does not take previous movements into consideration
either. When splitting the data into short segments in the fash-
ion we have done, the previous movements usually has high
correlation with the current movement. This covariance is en-
tirely omitted by the naive Bayes classifier. Another machine
learning algorithm might have been more performant, but such
an algorithm might have required more data in order to gener-
ate a sufficient result.

The intention behind the behaviour of the robot was to have
it act as a silent observer of a conversation. Visitors had a hard
time acting naturally in front of the robot and would more of-
ten that not wave to the robot as their first action. Furthermore,
the robot was programmed to mimic their movements in real-
time in certain cases and since the “eyes” of the robot was
an Xbox Kinect and not the actual eyes of the robot, people
tended to look at the robot which made the robot look away,
since it was mimicking their head movement in relation to the
Xbox Kinect. Perhaps the most glaring problem was that the
visitor knew that they were being filmed. The focus of atten-
tion may have caused some of them to pretty much stand still
with little to no natural movement. Sadly, this caused the robot
to sometimes give the appearance of being unengaged.

5 General discussion

Since EPIs response to a human interaction partner at times
was far from perfect, this may be a good time to return to the
contrasting descriptions of robot versus human conversation
presented in the introduction. Is it in fact possible to develop
dynamic social movement skills in social robots? The two pro-
totypes developed in our project both hint at this opportunity;
the small robots going through the motions of conversation
and the humanoid robot that responds dynamically, at least
some of the time, to head movements in social interaction all
adapt their behaviour to their interaction partner.

In the robot-robot interaction, the robots follow the move-
ment patterns of two friends conversing while having a fika.
The actions of each robot are thus no more dynamic than the
video recordings of the filmed session. There cannot be any
new dynamics arising in this situation, since the robots simply
follow the recorded material. In contrast, the EPI robot has
through machine learning been given a capacity, albeit limited,
for acting dynamical in real-time interaction. This includes
picking up on head movements performed by the interaction
partner and responding by using an appropriate reaction or, al-



ternatively, responding by mimicking the head movement in
question.

Even though EPI has only been given a simplistic model of
how to respond to a human conversation partner, this dynamic
use of social movements could, in our opinion, lead to social
robots that act as people expect a conversation partner to be-
have. An obstacle in achieving this goal is that the dynamics
of human social interaction are complex. Each conversation
is unique in its unfoldings, meaning that simple rule follow-
ing of a robot is most likely not enough to effectively simulate
the complexity of human social interaction. Still, it is not im-
possible to imagine that a robot could reach some level of the
dynamic complexity that is significant of human conversation.

If we want social robots to interact effortlessly and effec-
tively with their human conversation partners, this means that
that the robots must have some capacity for social resonance.
Nonverbal behaviours such as joint attention, head movements
and gestures are all an integral part of the social resonance in
human conversation and are therefore useful to implement in a
social robot. Besides integrating nonverbal behaviour into the
socially interactive repertoire of social robots, a smooth inter-
action between robot and human also requires that the robot
has the ability to adapt speech to its human conversation part-
ner. It is therefore not enough that a social robot has the abil-
ity to understand and produce speech sounds. A robot that
also adapts its word choices, sentence structure and prosody
to match the conversation partner would most likely make the
interaction more engaging and interesting for the human be-
ing interacting with the robot. This kind of robot that adapts
its speech to its interaction partner may be able to function in
a variety of situations, being able to interact with children in
a learning situation as well as interacting with adults both in
a workplace situation and in a home environment, including
both joint action towards a goal and relaxed casual conversa-
tions.

A possible area where this kind of advanced social robot
could be useful is in health care situations, such as keeping
an elderly person company. While a robot never could re-
place human social interaction, regardless of how advanced
it would hypothetically be, it might be a welcome addition in
nursing homes, providing interaction opportunities to the res-
idents. Today in Sweden it is not unusual for elderly to live
alone, despite being dependent upon support in terms of per-
sonal care and other daily tasks. This means that the person
might receive short visits by home care personnel, but may
spend most of the day alone. In this situation, a social robot
could be useful as a personal assistant that can function as a
conversation partner as well as being able to remind the per-
son about taking medicines or other routines throughout the
day. If the robot is also able to engage the elderly individual
in games or fun problem-solving tasks, this could in fact lead
to cognitive stimulation that is beneficial in terms of slowing
down the development of degenerative brain diseases such as
dementia.

There are already several robots specifically designed for
an elderly population, such as the robot seal Paro [Wada et al.,
2007]. While this particular robot has been shown to have
similar benefits as interacting with a pet, a socially resonant
humanoid robot could enrich the social environment in a way
that may be even more beneficial for a person with limited
social contact.

Another target group that could benefit from interacting
with a socially resonant robot is children with autism or other
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social disabilities. Interacting with a social robot that has some
of the capacities that the individuals in this group are lacking
may be a good way to improve social skills. Given that the
robot both in appearance and behaviour is simpler than a hu-
man interaction partner, this could be beneficial for children
that are easily overwhelmed by too much social information.
There are already examples of robots designed for this group,
such as the small Keepon robot [Michalowski et al., 2007] that
interacts rhythmically in that it adapts its movement to the in-
teraction partner. A humanoid robot robot with a wider reper-
toire of socially resonant behaviour would most likely be use-
ful for individuals that need to develop their social skills.

Developing the project further

The project in its current state could be developed in several
directions, depending on the interests of the persons taking
on the project. A main focus, regardless on what road later
taken, is to improve the mapping techniques in terms of finding
finer details of a variety of body movements to implement in
a robot. This can be achieved by identifying relevant points
between which the angles of movement can be calculated.

One direction in which the project can be developed is to
improve the interaction between the two small robots, making
it better capture the behaviour of conversing humans. A possi-
bility here is to make a greater effort to single out social move-
ments in recorded videos, perhaps by extracting non-relevant
behaviour. If only behaviour meaningful to the conversation
is produced by the robots, it will likely have an effect on how
the robot interaction is perceived. Another area that can be
improved regarding the small robots is how the movements
are performed, which at the current state are not as smooth as
would be needed in simulating natural movements.

Yet another another road could lead to the development of
a humanoid robot with an increased capacity for social reso-
nance in interaction with a human partner. Besides adding the
complexity of a number of different body movements that can
be combined in different ways, it is also possible to make a
finer analysis investigating how interaction partners respond
to the movements of one another. Adding finer details in this
area can be achieved by collecting data on many different con-
versation partners, which can be used to train a network to give
more realistic responses to a variety of social movements.
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Virtual Reality as a Pedagogical Tool for Teaching Science and History

Felicia Hanserup, Attila Jervelycke, Henrik Persson & Francesca Zermiani

Virtual Reality (VR) is currently being adopted in the
educational domain. While expectations are high, there is
currently little empirical support for its efficacy as a teaching
tool. In the current project, the ambition has been to maximally
utilize the benefits of VR technology by exploiting opportunities
for physical manipulation and visualization to learn about the
scientific work of Galileo Galilei. In addition, the effects of
social presence, in the form of digital agents, were investigated.
In collaboration with twin project “Tinka-Testa”, the
overarching goal was to create a virtual environment
specifically designed both for interaction and reflection--for
doing and thinking. The scope of the article primarily regards
this work in progress, and illuminates aspects to the decision-
making process as they relate to theoretical foundations, as well
as to previous work. We also describe in some detail the current
state of implementation, and our intentions for the future.

1 Introduction

Conceptually, virtual reality is far from new. Immersion in the
mental rather than the actual is arguably the defining feature of
consciousness, and of states such as dreaming, mind-wandering,
and hallucination. Virtual reality is also a defining feature of
social life, as interpersonal communication and coordination
demands sharing a perspective that to some degree will always
differ from that held by each individual agent. Presented like
this, it can be concluded that as a species, humans have been in
the business of constructing virtual realities for a very long time.

As an explicitly technological innovation, virtual reality
(VR) is considerably more recent. Nevertheless, it is not quite as
novel as oftentimes conceived; already in the 19th century,
rudimentary versions of the technique were being implemented
and refined. Currently, there are large investments and rapid
improvement in VR technology, and there are high hopes that
we are on the verge of a significant breakthrough in terms of
how VR is used and experienced.

Among commercial actors, development often appears to be
somewhat removed from behavioral and psychological research,
with more pronounced focus on technological improvement.
Hyperrealism seems to be the stated goal. While realism is
desirable to a certain degree, it is nevertheless questionable
whether hyperrealism should be considered primary or even
equal to more subjective, psychological factors (Blascovich et
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al., 2002; Fowler, 2015). For example, persuasive storytelling
often depends less on the particular features of a given mode
(e.g. cinema, literature, dance, etc.) and more on the skillful
induction and manipulation of psychological states, such as
‘presence’ (Slater, 2018). This suggests that psychology and
cognitive science, as well as the humanities and arts, should be
considered equal to hardware specifications when it comes to
developing immersive and engaging virtual environments.

Within the educational domain, the potential of VR
technology to complement traditional methods, such as lecturing
and laboratory work, is perceived as highly attractive. In
particular, the approach has been adopted and well received in
science teaching, as it makes possible the visualization of
otherwise abstract or microscopic entities, such as atoms and
molecules (Bailenson, 2008). It has also been used in medical
training, changing how students learn about anatomy and
physiology, as well as enabling them to practice surgical
operation (Mayer, 2016).

When it comes to content outside of the immediate scope of
science, empirical support for the efficacy of VR as a
pedagogical tool is currently lacking (Mayer, 2016). To this end,
therefore, our aim has been to investigate how virtual reality can
be used to enhance learning in a more multidimensional domain:
Where history and natural science combine, and where
opportunities manipulation and experimentation are
provided alongside more contemplative exercises. In the
following sections, we introduce, in much more detail, the
conceptual background and theoretical foundations of our
project.

for

2 Conceptual Background

In the current project, the goal has been to build upon and expand
previous work done by the Educational Technology Group at
Lund University (http://www.lucs.lu.se/etg/). The work in
question, “Historiens Viktare” (Eng. Guardian of History), is a
desktop game developed for learning about history, with the
targeted audience being school children between the ages of 11-
12 years. As a pedagogical feature, the game features a ‘time
elf’—a social, embodied agent (non-playable character)—
whom students, as a twist on traditional methods, are then tasked
with teaching.



Including such ‘teachable agents’ has a positive effect on
learning and comprehension, and teaching content has been
proposed to constitute an important stage in the process of
structuring recently learned information (Bailenson, et al. 2008).
Going further, in Historiens Véktare, the teachable agent is also
tasked with taking the actual test later on, to determine how well
it has been taught. Among other things, this has been proposed
to increase student motivation, as responsibility for the
performance of the elf falls with the students. Another benefit
appears to be that the sense of ownership for success as well as
for failure becomes shared, helping to create a kind of team
dynamic between students and agents. As a consequence,
anxiety associated with test taking and the risk of failure also
seems to be reduced (A. Gulz & M. Haake, personal
communication, September, 2018).

Finally, the mere presence of an embodied agent is likely to
enhance learning and general engagement by making it a more
enjoyable, and intrinsically social, experience. Particularly as
students typically play the game on their own, without the rest
of their class (Bailenson et al., 2008).

In our version of Historiens Véktare, we chose to focus on
the small part featuring Galileo Galilei and his scientific work,
and to rebuild his workspace as an immersive virtual
environment (IVE). Within the workspace, players may explore
freely and interact with various objects, as well as with the
social, embodied agents Galileo Galilei and the young girl
Anna. As of yet, the functional role of each agent is primarily
that of substituting for social presence, rather than
being truly interactive. Nevertheless, they are envisioned
as being both animated and responsive to some degree, and
they feature both in explorative and interactive exercises as
well as in the more contemplative exercise.

In terms of content, students can expect to learn about the
scientific work of Galileo Galilei, including basic conceptions
of gravitational force and air resistance, as well as of optical
transformations and astrology. The scope of the project currently
includes two exercises, where students are able to test their
understanding by relatively freely manipulating objects with the
guidance of both verbal and iconic instructions.

In the first exercise, students are tasked with assembling a
telescope by placing two lenses relative to each other so as to
achieve proper magnification. Done correctly, viewing Jupiter
and four of its moons through the telescope will be possible.

In the second exercise, students are encouraged to drop or
throw around objects of various shapes and sizes so as to
visually perceive their physical properties. As the exercise takes
place on the surface of the moon, students may attain an
improved conception of how gravity and air under normal
circumstances interact, in contrast to how the same objects
behave in a vacuum. As an illustrative example, by dropping a
feather and a cannonball from the same height, students may to
their surprise find out that they accelerate at the same speed.
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In this way, it is our hope that the two exercises will allow
students to walk away with an improved understanding of the
physical world, without overemphasizing the mathematics
behind it. By helping to create an interest in science early on, we
believe that students will better prepared and more motivated to
later learn about mathematics and the actual physics involved.

3 Theoretical Foundations

Can a VR environment be regarded as a learning environment?
A central point of today’s pedagogical theories is the view of
teaching and learning as social processes, involving social
behaviors and activities such as communication, negotiation and
interaction (Haake, 2009: 21). A crucial aspect of this process
resides in the external environment that triggers and sustains a
dynamic learning. In Cognitive Science, the embodied cognition
approach claims an active role of the physical environment in
human cognitive processes. In other words, according to theories
of embodied cognition, it is pointless to isolate all human
cognition in the human brain since cognition is indeed a dynamic
exchange between mind, physical body and real world.
Applying this approach to learning involves considering the
physical space as a system that actively supports the student’s
internal processes. Nowadays, both real-world and virtual
spaces can be considered as learning arenas.

Following the theory of Social Learning, it is thus possible
to make digital environments available to education through
different strategies. Haake (2009: 22) distinguishes between
intrinsically and extrinsically social learning systems: in the
former systems, the interactions and the learning activities
involved are supplied within the system thanks to the presence
of social actors; whereas in the latter, the social activities are
provided by the learners. The potential of infrinsically social
learning systems can be found in their flexibility: they can be
adapted to the specific needs of the single student.

It seems that enhancing such systems with social characters
can lead to different benefits in the student, such as increased
motivation and comfort, exploration/cooperation/reflection
behaviors, increased input of information (e.g. body language
and/or facial expressions of the characters) and memory
improvement (Haake, 2009: 23-24). The empirical support for
these benefits mainly comes from short-term studies. The
tendency to set the test group at an average-user level, as well as
the lack of long-term studies can lead to an ambiguous
interpretation of the results; however, the studies conducted so
far sustain the potentiality of such systems as learning supports
for certain cases, not as universal solutions (Haake, 2009: 24).

Considering again the Social Learning theory, we might
wonder whether the everyday student actually considers
learning as a social process while sitting and studying alone
before a test. The social component of learning needs to be
supported by a more individual component. To complete the



learning process, the student also needs to elaborate the received
information through attentive reading and reflection (i.e.
individual study), according to his/her individual needs.
Learning is therefore addressed by the everyday student as a
dynamic exchange of social interactions and tasks, as well as
periods of individual study (Haake, 2009: 21).

Returning to our initial question, we believe that a VR
environment can function as an intrinsically social learning
system for supporting learning in its different phases. Especially,
our attempt is to combine the social and the individual
components of learning within VR, with an environment for
different interaction activities and another environment
dedicated to actual reading and reflection tasks. The concept of
individual reflection within VR is completely new in the field
and has been implemented by the other group; for this reason,
we will not dwell on this topic here.

In terms of overarching pedagogical theory, the
implementation of our ideas has been further influenced by the
three-stage theory proposed by Fowler (2015). On this
constructivist model, learning can be enhanced by emphasizing
each of the following three stages:

i) Conceptualization, which can be understood as the primary
introduction to a novel phenomenon, essentially constituting the
foundation of a new concept. In our project, conceptualization is
implemented in the form of a brief monologue preceding each
task, in which Galileo explains some of the more rudimentary
facts needed to understand the experiment.

it) Construction, where students actively participate in
generating new knowledge by directly testing how well their
initially formed concept maps onto to the actual phenomenon.
Construction lends itself particularly well to implementation in
VR, and has been the prioritized aspect of our project, essentially
constituting each experiment.

iii) Dialogue, in which students engage in the co-
construction of knowledge by collaborating with one another.
Being able to put words on complicated concepts is an important
part of a deeper understanding. Dialogue does currently not fall
within the scope of our project; however, it is being
implemented by our collaborators in the Galileo Galilei group.
When the two projects are merged, all three stages will thus be
jointly represented.

In the design of pedagogical virtual environments, so called
value-adding features are defined as features supported by
experimental evidence to have a positive effect on learning.
Such features include, for example, the use of conversational
language, putting words in spoken form, adding prompts to
explain, adding advice or explanations, and adding relevant pre-
game training (Mayer, 2016; Mayer, 2018). As they relate to our
project, @) the use of conversational style, b) putting words in
spoken style, and ¢) pre-game training are considered to be
implemented within the stage referred to above as
conceptualization; finally, d) adding advice and explanations, is
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implemented during the construction stage in the form of visual
instructions, and potentially also through further instructions
from Galileo.

4 Methods

The overarching purpose of the project was to combine ‘doing
and thinking’ in order to promote and enhance learning, and
figuring out how to best achieve this was one of our main
objectives. Importantly, there were two groups working in
parallel on initially identical projects, but the vision and
conceptual foundations of each group diverged already at the
earliest stage. In agreement with our supervisors, we decided
that it would be both easier and more efficient if our group
focused on the first part of the ‘doing and thinking’ concept,
while the other group (Téanka-Testa) focused on the latter.
However, it was always our ambition to eventually combine and
merge the two projects into one.

The main focus of our group was thus to design and
implement tools for interaction. To provide students with the
opportunity to learn about Galileo’s scientific discoveries
through means of experimentation. To achieve an improved
understanding of the concepts involved through active
participation.

The project started with an exploratory phase of reviewing
the scientific literature. Once the scope of the project had been
narrowed, preparations to select and specialize in those areas
most relevant for the purposes followed. Attention was focused
primarily on models concerning pedagogy and learning, as well
as on theories of embodied agents and their impact on social
learning systems. In parallel with the strictly theoretical
research, the known facts about Galileo Galilei and his most
important scientific work were investigated in more detail. By
emphasizing theoretical research early on, both the conceptual
design and subsequent implementation were better grounded in
scientifically valid and historically accurate knowledge.

At the very early stages of the project, it was difficult to set
truly long-term goals as we had no clear vision of where we
wanted to go. As such, day to day decision-making was mostly
concerned with minor details
appreciation of the situation, rather than with potential revision
of the project in its entirety. As better understanding of VR and
educational technology was attainted, the project eventually
began to make more substantial progress, although it was still a
relatively slow-paced process. Within a few weeks, however, it
was already easier to talk about the project in terms that
everyone could understand, to set new goals, and to test new
ideas, all based on a shared vision.

During the subsequent creative phase, various methods were
relied on in order to generate ideas that were both useful and

concerning our current

entertaining. A lo-fi prototype was created representing the
environment of each envisioned experiment, partly to get a



better feel for the project, but also to ensure that everybody was
on the same page. This prototype helped to more easily visualize
the ideas and allowed us to kick-start the processes of conceptual
design and implementation.

Early on, the opportunity to test various other VR
applications in order to get inspiration—a strategy known as
body-storming—significantly benefited the working process as
not everyone in the group had previous experience with VR,
either testing or development. Hands on experience was thus
crucial to familiarize everyone with the equipment, and to
provide a more grounded conception of the potential uses of VR.
It also helped to create a better appreciation for both pros and
cons of VR technology, for example in terms of how
applications may be perceived—whether engaging or dull.
Following testing, it was determined that the most engaging way
to present the discoveries of Galileo would be by maximally
exploiting the tools that VR provides, such as visualization and
physical manipulation. The possibility of including entertaining
‘Easter eggs’ that players would be able to discover was also
discussed. During the initial phase of the project, frequent
brainstorming sessions proved helpful both to generate and to
keep track of ideas.

Programming

Once there was a conceptual model that everyone agreed with,
the next step was to start implementing the ideas. Working in
Unity, Galileo’s workspace was the first environment created. In
terms of interior design and aesthetic style, the room was
modeled to resemble a typical 17th-century Italian workspace,
including furniture, maps, and a big rug. Of course, the idea of
what such a room should look like was based on a rudimentary
understanding of the era, and extensive research was not
emphasized. Once a satisfying-enough workspace existed,
designing each environment envisioned for each exercise was
the next step.

The development and physical arrangement of both the
exercise and its corresponding environment were circular
processes in which novel ideas regarding either would influence
how we envisioned the other. The virtual environment and our
conceptual foundations were thus developed iteratively and in
tandem during the whole project. Implementation of most
relevant aspects was grounded in our currently most up-to-date
understanding of the theoretical literature, then tested, and
eventually upgraded. Working iteratively is critical for the
simple fact that early prototypes are seldom perfect, and in
almost all cases, a better product can be created by taking
seriously all forms of feedback, and by keeping an open mindset
regarding final form. As insight is generated during the entire
process, early assumptions underlying and influencing both
conceptual foundation and early decisions made, may have to be
revised.
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Implementation

The implementation was done in several steps and started with
the creation and design of a workshop consistent with the overall
conceptual design. This involved constructing boundary
conditions and adding time-authentic furniture from the asset
store and other 3D-modeling websites, as well as painting
everything with aptly chosen textures and materials. From the
start, the workspace was envisioned as the main environment,
and also as the environment in which the telescope exercise
would take place.

Next step was to create the environment for the gravity
exercise. The original conceptual design was an exercise where
the player could simply interact (e.g. throw or drop) objects of
various shapes and sizes. As Galileo's discovery was that two
objects of similar mass will fall at the same speed in a
hypothetical world without air resistance, we eventually decided
that the gravity exercise would benefit from taking place on the
moon, where there is actually no air resistance. In addition to
being more scientifically accurate, it was also expected to help
create a more exciting experience. Indeed, one of the most
significant aspects of VR is that that you can create
environments and kinds of interactions that are difficult or even
impossible to setup in real life.

The moon was created using the terrain feature which added
hills and moon tiles as well as a skybox of the earth to make it
feel grander and more authentic. A model of the leaning tower
of Pisa was added as a nod to the fabled thought-experiment
where a lot of people think Galileo proved his theory. Two port
keys, in the form of a globe of the earth and the moon
respectively, were added, both on the moon and in the workshop.
The initial idea was that these would enable the player to teleport
from one place to the other. In order to teach the player about
why objects in real life do not fall at the same speed—again,
due to air resistance — an Earth version of the same
moon environment was added to the exercise. This was done by
adding identical terrain to the one of the moon and change the
ground from moon rock to grass, add trees and flowers as
well as an atmosphere using a huge bowl as the sky. The
reason for this was to make it able to seamlessly transition
between the earth and the moon environment by having the
earth ground recede under the moon ground and the skybowl
decrease in size until it disappears. And, thus, revealing the
moon and its landscape.

The drop experiment was decided to be two cannon balls
dropping from the top of the tower of Pisa, with differing levels
of gravitational effects depending on the environment. In
addition, one of the cannon balls had a parachute, made by bits
and pieces of different game objects from Unity, attached to it,
and was programmed to have more air drag. Visual and
auditory effects were added to when the balls hit the ground
which would sound differently depending on the force it hit the
ground with and would leave a puff of dust smoke.



Back to the workshop. To add a bit of magical realism, and as a
nod to the father of Galileo, a lute playing a self-recorded
interpretation of a classical song was added.

The telescope was next, and it was created using a
downloaded model from the start but did not look good enough
and was subsequently visually enhanced using 3D models
created from 3D Studio Max. This was done to create the hull of
the telescope and it was had texture change and length
adjustment to look good and to fit the overall gold and red color
scheme of the game. Lenses were added, first imported from the
previous version of this game but later created from scratch
using Blender to be able create the mesh to be able to showcase
the telescope image as intended. The telescope was adjusted
several times and added a function to make the player able to put
the lenses in the sockets and adding sound effects to give
feedback to the user. When both sockets had been successfully
inserted, an image of Jupiter and four of its moons appear on the
ocular end of the telescope.

Now the key fundamental functions of the game are in place
the next step was to implement the characters.

Character modeling

The second part of the course has been mostly dedicated to the
modeling of 3D characters, which has been a long and
challenging process involving different moments and methods.
In parallel with the programming and design implementation
work, the embodied agents of Galileo and Anna have been
created with a constant focus on their function (i.e. introducing
and guiding the student through the distinct stages of the game).

The first step was the creation of a manuscript—written in
Swedish—with all the dialogues between Anna and Galileo, as
well as monologues of Anna virtually talking to the student (the
reader can find the complete and final version of the manuscript
in the Appendix). Looking at old cartoons about Galileo Galilei’s
life and historical time helped to draft the manuscript, according
to the goal of writing realistic, concise, but significant dialogues.
Before writing the manuscript, two “identity cards” for Anna
and Galileo were made so as to give them two distinct and
realistic personalities. After this, a long phase of role-playing
inside the VR environment has been crucial for redrafting the
manuscript and finally agreeing on the final version. This first
stage was made in collaboration with the other group so that the
content of the dialogues and monologues would be in coherence
with both projects.

In parallel with the finishing of the manuscript, the 3D model
characters were made in the program Fuse (Adobe Fuse CC
beta). The division was made that the other group developed the
Anna 3D model (Fig. 1) and that our group made the Galileo 3D
model (Fig. 2) since the other group just have Anna inside their
room but we also have Galileo in his workspace. At the
beginning of the 3D modeling the basics of the software, Fuse
was learned. During this time it was discovered that the software
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did not include typical clothes according to 17"-century fashion.
Therefore a 3D model from Arteria3d
(arteria3d.myshopify.com) with the help of the supervisor was
retrieved. Some changes concerning the appearance of the
model were done in order to make the 3D model look more like
Galileo. When the 3D model characters were fully developed,
both Galileo and Anna were implemented in the game
environment. The next step was the animations to the 3D model
characters.

Figure 1. Anna.

Figure 2. Galileo Galilei.

the
supervisors, the next step involved the recording of the virtual
characters” movements in the Motion Capture Lab (MoCap
Lab). Here, it is possible to capture and transfer the movements
of a person to a computer and, later, to a virtual animated
character. This is achieved through an optical system of eight
cameras and a computer, tracking and recording the motion of
special markers (sensor tags) attached to the body of the
recorded person (Fig. 3). A misunderstanding about the day of
the recording actually became an opportunity to carefully
searching for 3D animations available online (Mixamo -

After receiving approval for the manuscript from

mixamo.com). After evaluating several animations, we agreed



on downloading some of them and recording instead only five
specific movements in the MoCap Lab, since no similar
animations were available online. One single member of the
group was recorded in the MoCap Lab, while the other members
interacted from outside the camera system pretending to be
engaged in a dialogue so as to help the recorded person to move
as naturally as possible (Fig. 4).

Once the movements were recorded, the data were
transferred to the leading software for motion capture systems,
Qualisys (qualisys.com). This software provides you with tools
for cleaning your data and creating ‘“skeleton”-models by
connecting each identified marker (Fig. 5). After learning the
basics of the software, all models were created with Qualisys,
manipulated with the help of our supervisors (Fuse —
fuseanimation.com) and, finally, transferred into Unity as digital
characters, with skin and typical clothes according to 17%-
century fashion.

Figure 3. Recording movements in the MoCap Lab.

Figure 4. Quasi Galilei after recording moments in MoCap Lab.
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Giving a voice to the 3D characters was the last important step
for their modeling. All audio recordings were made in the
Usability Lab (IKDC — Lund University) and then synchronized
with the movements of the characters. Since Anna-agent also
appears in the parallel project of the other group, it seemed
reasonable to use the same person to give voice to the character.
For this reason, a member of the other group was recorded while
role-playing the manuscript. Regarding the second character
instead, a 75-year-old Italian man volunteered to play Galileo’s
role and be recorded (Fig. 6).

5 Results

So far we have been able to create a functional prototype which
currently includes Galileo’s workspace (Fig. 7) and an
additional environment on the surface of the moon. Within the
workspace, the player may in one place find all parts necessary
to assemble the kind of telescope that Galileo himself invented.
The actual exercise then consists in learning about elementary
optical transformation by manipulating the two lenses to achieve
magnification. Once properly assembled, the telescope will
provide an opportunity to view Jupiter and the four moons that
Galileo also discovered, which thus constitutes direct feedback.

Figure 5. The Qualisys interface.

Figure 6. Quasi Galilei with Giuseppe and Gino after recording
Galileo’s voice.



Figure 7. Galileo’s workspace.

The workspace has been designed to resemble a typical room
from the 17th century, although we have allowed ourselves some
artistic freedom. It is furnished as such to help create the
impression that the players are actually in different place, in a
different time. In terms of design, we have also coordinated our
efforts with those of our sister projects to create two rooms based
on a similar theme and style.

Further, the room contains a small scale model of the moon
which constitutes a kind of portal, and which players through
interaction can activate. Activation of the portal will transport
them to the moon, our second environment. The moon
environment includes a table similar to the one in the workshop,
on top of which players will find both a cannonball and a feather.
These objects are chosen to represent heavy and light objects,
respectively, and will be manipulated during our second
experiment, in which players learn about gravitational force
(Fig. 8). In particular, the two objects have been chosen to
illustrate Galileo’s idea that, in a vacuum, the acceleration of
each two object in free fall is independent of their mass. The
moon has also been designed to be exciting and visually
pleasing, with an uneven surface featuring large craters, and a
starry sky above. To get back to Galileo’s workspace, players
simply interact with a similar-looking portal-globe hovering
above the table, only this time a model of Earth.

Figure 8. The workspace of the gravity experiment on earth.

Regarding 3D digital characters, the final and complete versions
of Anna (Fig. 1) and Galileo (Fig. 2) have been inspired by
pictures from 17th-century and old cartoons about Galileo
Galilei’s life. Galileo remains seated at his desk for the whole
duration of the game. However, he welcomes the player from his
desk at the beginning and gladly encourages him/her to look
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around and explore his own workspace. On the contrary, Anna
is actively engaged: she stands up close to the player and guides
him/her throughout the whole exploration till the end, when she
introduces the second part of the game (i.e. the secret room).

6 Discussion

With rapid improvements in digital technology, educational
practice is likely to change, and arguably the change has already
begun. Computers and tablets are becoming ubiquitous in school
settings and there is high demand for scientifically valid and
tested educational software. Currently, many games and
applications are significantly lacking in this regard.

In this article, we have presented a virtual reality learning
environment constructed based on scientifically valid models
and theories from learning science and cognitive science. In this
environment, students are encouraged to explore and learn about
the scientific and historical worlds of Galileo Galilei.
Specifically, they may learn about physical concepts such as
gravitation, optics, and the field of astrology, and also about
historical and cultural concepts such as the heliocentric
worldview.

The use of social and embodied agents has been motivated
both by psychological theories and by empirical investigations
of their effects on learning. Indeed, Li, Kizilcec, Bailenson & Ju
(2015) discuss the pronounced positive effects of social presence
on learning outcome and argue that social, embodied agents in
virtual environments have the potential to revolutionize
education. To this end, however, it is argued that they must be
interactive in a behaviorally realistic manner and, ideally, able
to participate in shared reasoning and dialogue.

Implementation of such agents is beyond not only the scope
of the current project but also the capabilities of most existing
Nevertheless, intelligence has
progressed sufficiently, share their vision and see
extraordinary potential in such agents as pedagogical tools.

As a disclaimer, Li and colleagues also note that “artificial
agents that have lower agency than a real person (particularly
social robots that may appear “neutral” without a particular
gender or ethnicity) may provide more standardized and less
distracting cues than a human instructor” (2015: 2). This

software. once artificial

we

suggests that the pursuit of hyperrealism, in some cases, may in
fact be strictly counter-productive.

In a review, Mayer (2016) shows that the use of immersive
virtual reality (i.e. VR) as a pedagogical tool is currently not
supported by empirical evidence. However, this partly comes
down to the fact that studies in this area simply are lacking and
that not enough research has yet been conducted. In this sense,
all current projects are exploratory investigations; they provide
valuable experience, as well as data on which theories and
models that apply specifically to virtual reality may be
formulated. Once the VR environment has been tested by



students it will be possible to evaluate its efficacy generally, and
also to evaluate more specific aspects as they relate to theory.

To our knowledge, this project is the first to adopt a
multidimensional approach to the design of virtual learning
environments in which interactive and contemplative exercises
are both included. In addition, our environment combines
content from both physics and history and presents it in a
culturally relevant setting. As can be seen, our contribution has
been an active attempt to move away from traditionally modular
approaches to education, favoring instead the integration of
material across multiple subjects.

This choice is motivated by the idea that presenting
information in such a way will help to make it more meaningful
to the student. Ultimately, this approach is rooted in
constructivist learning theory, and the idea that learning depends
on appropriate scaffolding; i.e., the process of constructing new
knowledge is dependent on those cognitive tools already at our
disposal. As an analogy, this process of learning is often referred
to as the snowball effect, which illustrates the fact that
knowledge acquisition often increases non-linearly relative to
relevant expertise.

Importantly, evaluation of the learning environment must be
a matter of empirical investigation, and user-tests in appropriate
settings (i.e. on children aged 10-14, in school) will ultimately
determine its efficacy. This is clearly a priority for any future
project, as the outcome would provide crucial feedback for any
corrections that might turn out to be necessary. It would also
provide more general insight into the use of digital learning
technology, and into the use of virtual reality learning
environments, more specifically.

As previously mentioned, empirical studies on the efficacy
of virtual reality as a technological learning tool are severely
lacking, while the general interest in adopting the technology is
soaring. Inevitably, one consequence of this dynamic will be that
schools and institutions invest in technology that has not yet
been validated, and thus by definition is unscientific. While
there are many reasons to be optimistic about the potential of
adopting VR in educational practices, there are plethora ways to
go wrong if games and applications are not first scientifically
tested to support their use.

8 Conclusion

The working process was characterized by a multitude of
different approaches throughout the project. There was some
challenging and difficult moments, especially at the early stages,
which were partly due to lack of a coherent vision and also due
to some technical problems in the VR Lab. However, once those
problems were solved, significant improvements could be made.
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The design process was iterative, and while the core of the
original vision are still in place, new ideas were continuously
generated and evaluated. Of these, some were subsequently
implemented and became part of the iterative process such that
potential improvements were always relevant. In general, the
first part of the project was characterized more by creativity and
generating novel ideas, and the second part was more about
implementation, even though both parts to some degree were
characterized by both aspects.

The current version of the VR environment has been tested
by interested people of all ages, and feedback has largely been
positive. Nevertheless, as has previously been stressed, the
project would benefit from proper testing and measurements
from the intended audience, in ecologically valid settings.

Educational practice is entering a period of change, and if
this change is going to be an improvement, resources and
interventions must be evidence-based.
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Appendix

Manuscript

Workspace

1.1: Introduction to the game (Anna & Galileo)

1.2: Pre-training—Gravity (4nna & Galileo)

3.1: Pre-training—Telescope (Galileo)

3.2: Instructions—Telescope (4nna)

4.1: Culture/History/Reference to secret room (Anna)

Gravity (Earth)

2.1 Instructions (Anna)
2.2.1 During, if right
2.2.2 During, if wrong
2.2: Conclusion

Gravity (Moon)

2.3.1 During, if right
2.3.2 During, if wrong
2.3: Conclusion

Workspace
1.1: Galileo is sitting as his desk, working. Anna and Student enters Galileo Galilei’s workspace for the first time. Anna greets
him cheerily and he looks up.

Anna: "Hejsan, farbror Galileo!”

Galileo: ”Hej, kira Anna! Hur star med till med dig idag? Det var inte igar!"

Anna: "Jag mar jdttebra! Och jag har med mig en ny vin, som jag triffade pd gatan utanfor!"

Galileo: "Jaha, vad spdnnande! Vilkommen hit. Annas vinner dr mina véinner. Du far gdrna se dig omkring hér i min verkstad. "

1.2: Immediately after the first scene, Galileo is still sitting at his desk. Anna asks him about his recent work, and he briefly
mentions the telescope and thinking about gravity. Anna then mentions Galileo’s proposed thought experiment to prove that
objects of different weight fall at the same speed. Galileo replies that it would work better if there were no air resistance.

Anna: Vad har du haft for dig den senaste tiden?

Galileo: Jag har byggt ett teleskop for att studera stjdrnhimlen, och funderat pa hur gravitationskraften egentligen fungerar.
Anna: Ja, just det! Till skillnad frdan Aristoteles, sd tror Galileo att foremadl med olika vikt dndd faller med samma hastighet. Och
han har foreslagit ett tankeexperiment vid det lutande tornet av Pisa. Om du tar min hand sd kan vi testa sjilva! (Loop)

Galileo: Men det hade fungerat dnnu bdttre i vakuum!

Earth (Gravity)

2.1: The Student has been instructed to come with Anna, and grabs her hand as she touches the Earth globe. Anna and the Student
are teleported to the Tower of Pisa on Earth. Anna appears at the top of the tower, and from there proceeds to give instructions on
how the exercise works.

Anna: "HALLA! HAR UPPE I TORNET! Jag kommer slippa tvd saker i taget héirifian. Sd kan du se vilken av dom som faller
snabbast!”
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2.2: The student has completed the exercise. Anna acknowledges that Galileo's prediction did not appear entirely accurate, but
then recalls his comment that the experiment would work better with no air resistance. She informs the Student that the next
exercise is on the moon.

2.2.1: Anna makes comments during the exercise.

Anna, before dropping (1): "Se upp! Nu sldpper jag!"

Anna, before dropping (2): "Hér kommer nésta!"

Anna, if right (1): "Precis som Galieo menar!"

Anna, if right (2): "I enlighet med teorin!"

Anna, if wrong (1): "Ar du séiker? Det sdg inte ut sd hér uppifrdn.’

’

’

Anna, if wrong (2): "Ar du séiker? Det sdg inte ut sd hér uppifrdn.’

2.2.2: Anna comments after the exercise.

Anna(if right on last): "Ja, det s&g verkligen ut sé, sa..."

Anna(if wrong on last): "Nej hér uppifran sdg jag en tydlig skillnad, sa..."
Anna: "... det verkar inte som att de alltid faller med samma hastighet ... Men vinta! Galileo sa ju att hans teori bara giller i

vakuum, utan luftmotstand. Vi kan testa det ocksa!"

Moon (Gravity)
2.3: The Student and Anna has teleported to the surface of the moon, and Anna is once again at the top of the Tower of Pisa. She
instructs the Student to repeat the same exercise to see if it makes a difference that there is no air resistance.

Anna: "Visst dr det hdftigt pd mdnen! Hdr finns ingen luft alls, sa om vi gor om samma sak igen sd kan vi se om Galileo hade rditt
att kanonkulorna faller lika snabbt hér!"

Anna, before dropping (3): "Nytt forsok!"

Anna, before dropping (4): "Det hér &r de sista!"

Anna, if right (1): "Precis som Galieo menar!"

Anna, if right (2): "I enlighet med teorin!"

Anna, if wrong (1): "Ar du sciker? Det sdg inte ut sd hir uppifidn.”

2:4: Both gravity exercises are completed and it's time to go back to Galileo's workspace.
Anna: "Sd nu vet vi! Saker faller lika snabbt ... Men bara i vakuum! Nu sticker vi tillbaka till verkstaden!"

Workspace (Telescope)

3.1: Once Anna and Student have completed the gravity exercise, they return to the work space. Anna is excited, and doing the
telescope exercise is up next. Standing next to the telescope, Anna asks Galileo if they (Student and her) can try to use it. He
agrees, and mentions how there are different kinds of lenses and that their function depends on how they are combined (pre-
training)

Anna: “Hej igen! Vi har varit vid det lutande tornet i Pisa. Och vid det lutande tornet pi MANEN! Sndilla Farbror Galileo ... Kan
vi inte fa kolla pad ditt teleskop ocksd?”

Galileo: ”Det dir klart ni far! Jag har precis fdtt nya linser skickade till mig. De dr konvexa och konkava, och deras funktion beror
pd hur man kombinerar dem. Séitter man ihop dem pa ritt sditt kan man studera bdde stjdrnor och planeter!”

3.2: The student is now standing next to the telescope, and has been introduced to the fact that you learn about optics and
astronomy by experimenting with the telescope. The student can proceed to manipulate the pieces and try to assemble the

telescope.

Anna: "Folj ritningen pé viggen. Om du sitter i linserna i teleskoppet pa rétt sétt sa kanske du far se nagot héftigt!"
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Anna:(If wrong) "Det ser inte ritt ut, testa att byta plats pa linserna."
Anna:(If right) "Om bilden dr suddig sd kan du férsoka att stdlla in konstrasten genom att foridnga teleskopet!”
Anna: "Teleskopet dr riktat mot Jupiter. Kan du se hur manga mdnar som finns runt Jupiter? ”

Workspace (Conclusion)

4.1: Anna mentions that Galileo’s work is controversial because the church doesn’t agree with his conclusions, which are based
on his observation of the planets. For this reason, he has to keep some of his work hidden from view. Anna proposes to take
Student there.

Anna: “Folk pa gatan viskar om Galileo eftersom kyrkan végrar acceptera hans idé att jorden snurrar runt solen. De har domt
honom till husarrest. Men han fortsdtter att utveckla sina idéer i hemlighet.”

Anna: “Jag brukar ga till hans hemliga kontor ibland for att kunna tinka och ldsa i lugn och ro. Félj med, sd kan jag ta dig dit!
Men du mdste ha pd dig den hdr 6gonbindeln ..."
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Real-Time Adjustable Feedback Based on Eye
Tracking Algorithms in Educational Games

Amanda Wikholm, Annie Onnered, Christian Mathias Gulmann,
Sara Egli and Vincent Wipp Ekman

When processing feedback, students can fall off at multiple
instances such as: noticing the feedback, reading the feed-
back, making sense of it and acting upon it. This project
aims at increasing the number of students who success-
fully complete each of these steps. Our hope is that by
completing more steps in the feedback process, a long time
improvement of their learning strategies for further pro-
gression in educational life is able to take place. This
reduction of feedback neglect will be accomplished through
smart solutions which take the student’s individual learn-
ing difficulties into consideration. These solutions are
based on theories of scaffolding, using for example sub-
tle gaze direction (SGD) and a teachable agent to adapt
to the student’s behaviour. The SGD has the possibility
of increasing the amount of students reading the feedback,
and social factors have the potential of increasing the stu-
dent’s motivation throughout the whole process. All of
these solutions will be activated through the utilization
of eye tracking technology in a behavior sequencing en-
gine inspired system. This is to insure that the feedback
is adapted to the individual users behaviour as a way to
help them progress. An essential part of the system there-
fore relies on remembering the users’ earlier actions and
adapting the behavior space to better accommodate the in-
dividual users’ needs in accordance to the situational con-
text of the game environment.

1 Introduction

The project presented in this report has the goal of devel-
oping a system which presents and adapts learning game
feedback in real time. The system will be able to identify
the students who do not attend, process or act upon the
feedback and through different intelligent solutions nudge
them towards the provided feedback. Receiving feedback
is seen as a process of four steps where the student re-
ceiving the feedback first needs to notice it, then process
it, then understand it and finally act upon it (Téarning
et al. 2018). In each of these steps students may neglect
the feedback and thus “fall off”.

This report presents the final work of developing a
real-time adaptive feedback model. This resulted in a the-
oretical framework of theories relevant for the project, an
implemented and tested prototype which illustrates the
possibilities of utilizing eye tracking in learning games.
This was eventually combined in to a larger conceptual
model which describes how one could use these features
throughout the game to prevent feedback neglect in stu-
dents. This report will also present a suggestion for how
subtle gaze direction can be utilized in the learning game
Guardians of History (in Swedish: Historiens Véktare) to

77

direct students’ attention towards the feedback.

The Guardians of History

The task of developing an adaptive feedback system, uti-
lizing eye tracking as a mean of providing real time feed-
back, is set in the environment of the educational game
The Guardians of History. In this game the pupils travel
in time to meet the most pronounced physicists and pi-
oneers of modern science to collect information on the
history of science in order to help an in game agent with
passing tests. It thereby acts as an interdisciplinary game
combining the subjects of physics (especially astronomy)
with history, by which the discoveries of physics are inte-
grated in a historical context. The game is designed for
Swedish middle school children and based on the concept
of teachable agents to create a social setting where the
user does not only search for information but uses this to
educate an in-game peer.

The game is developed in collaboration between the
department of Computer Science at Linkoping University
and Cognitive Science at Lund’s University by the re-
search unit Educational Technology Group (ETG), which
explores the usage of technologies and educational sys-
tems as ways of researching learning processes while still
providing pedagogical software of real-world value (Edu-
cational Technology Group 2018).

Background

Prior to our project similar research has been done within
the same field. One such research project is Tarning et al.
(2018) where the goal was to find out when and to what
degree students were neglecting feedback while interact-
ing with learning games. The behavior of each student
was recorded through eye tracking and data logging. Eye
tracking was used to capture information about whether
the students noticed and read the feedback. The log data
was used to provide information regarding whether the
students processed and thus acted upon the feedback.
The method used to confirm that the student notices the
feedback was based on fixations on certain areas of the
screen, a method we will be implementing as well. In
Tarning’s study as well as our own the reading activity is
not measured in detail, but described as a general reading
behaviour and not analyzed on a word level. The major
distinction between our project and Tarning’s study is
that in their study all the gathered data was analyzed
after the game play had ended, and the goal was to in-
vestigate where the students neglected, while we attempt
to provide solutions to the observed neglect through real
time behavioural analysis. Another important feature



was how Térning’s study revealed the significant role the
teachable agent play in order for the student to notice the
feedback (Tarning et al. 2018). This was done, in one test
condition, by replacing the agent with a simple arrow and
compare the number of students that notice the feedback.
The result was significant; 78% noticed the feedback when
the teachable agent was pointing at it, while only 57%
noticed the feedback when an arrow was pointed at it.
(Térning et al. 2018). This result clearly speaks for the
important influence that the teachable agents has on a
student’s ability to process feedback.

Aim
The aim for this project is to

1. Create a thorough theoretical framework of previous
research relevant to our project (e.g. the use of eye
tracking, how focus of attention can be influenced
and different characteristics of the teachable agent).

. Create a conceptual model that describes how to pre-
vent feedback neglect through adaptable agent be-
havior and gaze directing cues.

Implement a system that makes use of some of the
solutions presented in the conceptual model and test
these intelligent adaptable solutions on users.

Bring forward ideas for further possible develop-
ments to prevent feedback neglect.

2 Theory

This section present our theoretical framework by explor-
ing different aspects relevant for this project.

Educational Games

Educational games are a special branch of game design
attempting to utilize the ideas of technology-enhanced-
learning which are situated as a sub-discipline of ed-
ucation (de Freitas 2018). However, the area is posi-
tioned with relations to an abundance of different dis-
ciplines with contributions ranging from educational sci-
ence, game science and neuroscience to informational sci-
ence (de Freitas 2018).

The idea of educational games have not developed
in a linear fashion as there have been multiple differ-
ent approaches trying to influence the subject (de Fre-
itas 2018). The first approach focused heavily on creat-
ing definitions (Caillois and Barash 1961; Sutton-Smith
and Roberts 1961), while the second one moved more
towards developing games of serious substance for very
specialized educational purposes (Blumberg et al. 2013).
Here the entertaining aspect was set aside for the educa-
tional substance, for example military training (de Fre-
itas 2018). The third, and for this report most interest-
ing, approach focused on researching how games could be
created for different educational contexts such as school
settings, while also looking into the possibilities of ed-
ucational exploitation of commercial games (de Freitas
2018). This approach illustrated some of the problem-
atic features of implementing games in educational con-
text as games do not fit the traditional learning structure
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of the schools today with its hourly lessons, single sub-
ject, and single teacher organizations (Egenfeldt-Nielsen
2005), making games a disruptive force. Really seizing
its merits, requires a change in the current educational
organization (de Freitas 2014). To overcome this, The
Guardians of history acts directly within a cross disci-
plinary field of the established subjects of physics and
history, while having a temporal organization which ac-
commodate the established school setting.

One important separation to make in the discussion
of games is that although games are closely related the
term play, which was shown by Jean Piaget (1896-1980)
and to be of importance for learning (Piaget 2013), they
are not the same. Playing applies to an expressively and
free improvisation, while gaming is more rule-structured
and goal-orientated (Deterding et al. 2011).

The remainder of the report will explore a distinct
part of educational games by exploring ways of utilizing
peer teaching of in-game characters as a learning tool for
improving students’ performance and efficacy in a rule-
structured and goal-orientated gaming setting.

TA - Learning by Teaching

Within the area of learning games there have been an
increasing focus on the usage and effect of in-game-
characters, spanning from the user-controlled avatar, who
acts as the user’s in game virtual representation (Haake
2009) to the program-controlled agent, who can serve
multiple different purposes from conversational to ped-
agogical (Haake 2009). Although in the scope of this re-
port the term agents will refer to those who serve a ped-
agogical function for the students interaction with the
system. This leads to the real focus of the report: the
digital tutee (Tarning 2018) or teachable agent (further
referred to as TA), which serves as a protégée by acting
in a pupil/teacher relations with the user (Chase et al.
2009; Térning 2018). It therefore acts as a hybrid be-
tween an avatar and an agent as it is both influenced by
preprogrammed behaviour and user interaction in form
of the user (most commonly a school pupil) teaching the
agent to better solve the tasks it is provided (Chase et
al. 2009; Tarning 2018). The TA thereby combines the
educational benefits of both the agents social presence
and the avatars potential for users to adopt properties
(Chase et al. 2009). In the context of educational games
TAs can serve multiple different purposes for the users,
such as: maintaining long term social-emotional relation-
ships (Bickmore 2003); motivating students through po-
lite phrases (McLaren, DeLeeuw, and Mayer 2011) or
by challenging the students toward deeper learning and
meta-cognitive reasoning (Kirkegaard, Gulz, and Silver-
varg 2011), or even by persuading users through the social
interaction to engage actively in teaching the TA (Lim et
al. 2014) eventually leading to a more positive learning
attitude (Lim et al. 2013).

Believability and Agents

James C. Lester’s and Brian A. Stone’s (1997) research
show how animated pedagogical agents play an impor-
tant role in knowledge-based learning environments, not
only through their coupling feedback abilities and strong
visual presence, but also through the extent to which the



agents exhibit life-like behaviors. This life-like behav-
ior has strong motivational impact on the students and
makes them spend more time interacting with the soft-
ware ((Lester and Stone 1997). They see believability as
a key feature of these animated agents, and by increas-
ing the believability in the agent significant rewards can
be yielded in students’ motivation. However, creating a
believable animated pedagogical agent has its challenges.
The believable behavior must though never be structured
in such a manner that it interferes with student’s problem
solving, since the agents primary goal is to promote learn-
ing. Decreased ability to learn can never be the cost of
increased believability. Therefore, believable emotional
responses need to be interleaved with the advisory and
explanatory behaviors of the agent in an appropriate and
realistic manner. If the agent is perceived as acting like a
simple automaton, the believability will be partly or alto-
gether eliminated. Instead, the goal of believability is to
make the user believe that s/he is interacting with a sen-
tient being that has its own beliefs desires and personality
(Lester and Stone 1997). According to Bates, “appropri-
ately timed and clearly expressed emotion is a central
requirement for believable characters.” (Bates 1994, p.1).
In creating the emotions of Herman the Bug in the exten-
sion of the learning game Design-A-Plant, Stelling (2002)
used a simplified adaptation of the scheme of 24 emo-
tions reported in Clark Elliot’s Affective Reasoner (Elliot
1992). 13 of the emotions were judged to be meaningful
in a pedagogical agent as well as possible to convey effec-
tively into different animation and sound combinations
(Stelling 2002).

In order to make a life-like system believable, one
has to know what is meant by the often loosely de-
fined term ”believability”. Bogdanovych et. al choose
to use the definitions on ”believable characters” provided
by Mateas (1999) and Loyall (1997)(mentioned in Bog-
danovych, Trescak, and Simoff 2016), who consider be-
lievability to be about creating a suspension of belief.
Stone and Lester define believability as the extent to
which the users interacting with the agent come to be-
lieve that they are observing a sentient being with its
own beliefs, desires and personality (1997, mentioned in
Bogdanovych, Trescak, and Simoff 2016).

Bogdanovych et. al’s hypothesis is that the believ-
ability features suggested by Loyall will increase the per-
ceived agent believability compared to agents who lack
the corresponding feature. The believability features pro-
vided by Loyall are the agent’s personality, emotional
responses, self-motivation, adaption to change, creating
and upholding social relationships, showing consistency of
expression, and creating an overall illusion of life (1997,
mentioned in Bogdanovych, Trescak, and Simoff 2016).
Bogdanovych et. al created a model which was based
on the believability features. The model was then imple-
mented in a technological framework of contemporary Al
techniques, letting users rate the believability of an agent
displaying these features versus one who did not display
any believability-enhancing features. The results show
that for an agent to be believable it has to be resource
bounded, able to change their behaviour in adaptation
to the changes in their environment, exist in the correct
social context of the simulation, as well as being over-
all reactive and responsive. However, the agent’s ability
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to display emotions was found to be less important than
other features (Bogdanovych, Trescak, and Simoff 2016).

We expect the effects of believable behavior to be of
importance for the users engagement with the feedback
as it should lead to a higher degree of social engagement
with the TA.

Understandings of Feedback

At this point, through the title alone, one could with con-
fidence guess that feedback is at the centre of all of this.
A large problem with feedback is that a lot of students do
not get to the point where they actually do what is needed
to be done (for statistics on it see (Térning et al. 2018)).
Therefore, we are looking to create a model/system which
increases the students’ successful use of feedback. To help
us with this project we have deployed the model created
by Betty Térning (see fig. 1) where she has divided the
interaction with feedback into concrete stages (Téarning et
al. 2018). By using this model in our work we can try to
employ solutions to specific falloff points. In the follow-
ing section of this report each separate step of Tarning’s
feedback model will be briefly presented. The primary
reason for presenting Térning’s model is to highlight the
amount of students who fall off at each step of the feed-
back process. The extent of feedback neglect is important
to our study because we want to know which steps that
are most exposed to feedback neglect, so that we may
put extra focus on intelligent solutions on these steps.
We are also aware that in order to reach the next step
in the feedback process, the previous steps need to have
been addressed by the student. Thus, all feedback steps
are of importance.

The Steps in the Black Box

Notice is the act of actually noticing, or looking at, the
displayed feedback. In our study this means that for a
reasonable amount of time the user has had their gaze
fixated inside of the feedback box. A large amount of
the students presented with CCF (critical constructive
feedback) fall of at this stage. In Térning’s study 33%
of the students do not even notice the feedback (Tarning
et al. 2018). Some of our preliminary ideas of solutions
to this fall off are subtle gaze cue, agents pointing, the
agent reacting to user actions e.g. opting for attention if
the student’s gaze focuses on the exit button, as well as
more overt gaze directing cues.

Even if the student notices the feedback box Téarning’s
study shows that 39% of the students did not process the
material after noticing it. In the study students who did
not read the feedback were coded as not processing the
feedback (Térning et al. 2018). Reading behaviour de-
tection in real-time is not at the moment available for
us. Therefore we have chosen to in more general ways
determine if someone has read the feedback text, for ex-
ample on how long their gaze stays within the feedback
box. The question we can ask ourselves is: how do we
get them to read the feedback text? An example of the
type of solution we might use here is socioemotional scaf-
folding through the teachable agent. The agent might for
example appear next to the feedback box saying “What
does the text say? Can you help me understand it?”



Figure 1: The black box of feedback
(Tarning et al. 2018, p.6)

The next part of the black box is where the student
makes sense of the feedback given to them, if s/he com-
prehends the message. Finding out if a student under-
stands the feedback is not something we can do at the
moment as it is difficult in all learning situation to find a
way to get this information, something that is not min-
imized in a in real-time digital system. If the student is
motivated, by for example the engaging behavior of the
agent, s/he might put in the required effort to understand
the feedback and to remember it.

So if the student has made it this far, will they act
upon the feedback, will they take the required steps, do
they follow through? And if they do, do they use their
new knowledge to make progress? Well, sadly the answer
seems to be no. Only 23% of the students in this case did
act upon the feedback given to them, and only 52% of the
23% who acted upon the feedback actually progressed.
(Térning et al. 2018).

To sum up the feedback neglect in Térning’s study,
there is significant fall off at every step throughout the
feedback process. One might even despair by the fact
that only a very small group of students (4%) go through
all the steps and end up using the feedback correctly. On
the basis of these results, our project attempts to prevent
feedback neglect through the use of intelligent solutions.
The goal is that the system can have both theoretical
and educational significance on how to improve students’
learning behavior by utilizing gaze behavior as an indi-
cator of students progress through the possible steps of
feedback neglect.

FElaboration Likelihood Model (ELM)

Another theoretical model we will apply in our study is
the Elaboration Likelihood Model (ELM) (Petty and Ca-
cioppo 1986). We believe this model will give us an un-
derstanding for why students have acquired a fixed learn-
ing strategy which enables feedback neglect to occur to
such an extent as it does (Térning et al. 2018). ELM
also helps us in constructing a conceptual model which
takes into account how different intelligent solutions that
we chose to apply may enable more or less constructive
student learning strategies and possible, over time, even
(hopefully) increase the student’s self-efficacy as a learner
(Bandura 1997). The model in short can be described as
a model for how attitudes change in people and was in
part created to deal with the fact that several results in
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persuasion theory made sense in one place but not an-
other.

The ELM uses two persuasive pathways, or routes,
which both lead to attitude change (see fig. 2). The
two routes, the central and the peripheral one, can be
understood as “...careful and thoughtful consideration of
the true merits of the information presented in support
of an advocacy” (Petty and Cacioppo 1986, p. 125) i.e.
the central route is when reflection on the subject matter
plays a major part in the persuasion. The peripheral
route is when other factors are the ones that persuade, for
example number of arguments rather than the quality of
arguments, insistence from a peer or other factors which
are not part of the subject matter. A difference between
these routes is among others that the attitude change
seems to be more stable in the central route.

A person’s likelihood of elaboration is determined
by his/her motivation and ability (Petty and Cacioppo
1986). A part of the ELM is how these two factors re-
lates to how we respond to stimuli. The same stimuli can
receive different responses depending on the amount of
ability /motivation the receiver has. What follows from
this is that if we can raise their motivation and increase
their ability the students will more often respond to the
stimuli by going down the central route, which leads to
more stable attitude changes.

A risk to take into consideration is that the same stim-
uli can give rise to both productive and counterproductive
behaviour depending on the motivation or ability of each
learner. The conceptual map and the implemented real
time feedback system must therefore be able to adapt its
intelligent solutions to different levels of these two vari-
ables. It is not to be assumed here that ability is some
property of the person separate from the structure of the
persuasion context, a complex message can be repeated
to increase the ability to comprehend, so it would not be
too far fetched to assume that the way we formulate, con-
struct and present the material has a contextual impact
on the student’s feeling of ability (Petty and Cacioppo
1986).

From the ELM perspective our aim should be not only
to make the students successfully move through the dif-
ferent steps of the feedback process (notice, process, make
sense, act upon) but also to make them do this for the
right reasons, such as an willingness to improve oneself
and in this case also The TA. We might accomplish this
not by simply “nudging” them into performing, but by
intelligently and thoughtfully develop solutions that in-
crease motivation as well as ability. As we have mentioned
earlier we will use an adaptive TA as a way to increase
students’ motivation through believable interactional be-
havioral patterns in the TA and increase students’ abil-
ity through the explanatory and advisory behaviors from
the TA. We will also utilize different responses from the
eye tracking system to produce the desirable action e.g.
through subtle gaze cues. We will to the largest extent
possible adopt solutions which may create long term pos-
itive learning behaviours and make students less depen-
dent upon the nudges provided by the system. Initially
though, the system may have to make use of more sub-
tle or direct gaze directing cues to get the students to
even notice the more intelligent scaffolding which has the
potential to lead them down the central route.



Figure 2: Central and peripheral routes
(Petty and Cacioppo 1986, p.126)

So far, this report has dealt primarily with the more
pedagogical aspects of our theoretical framework. But in
creating an real time adaptive feedback system, we must
be able to detect the student’s real time learning behav-
ior in order to be able to respond to it. Where previously
mentioned studies (Lester and Stone 1997) have used the
mouse position or rollover text to determine the student’s
focus of intention, we intend to use an eye tracking sys-
tem which is interconnected with the game itself. We
believe this method to more accurately measure the stu-
dent’s real time attention than what is possible with a
indirect/secondary response such as mouse positioning.
In the following sections we will present the more techni-
cal aspects of our theoretical framework, that is, systems
which will be responsible for detecting student behavior
and invoking intelligent digital responses when feedback
neglect is detected.

Eye Tracking

The eye tracking technology can be described as a sys-
tem which measures the movements of the eyes. It allows
us to determine which object someone is looking at and
which objects that s/he ignores. In order to track this
data the eye tracker needs a camera and a light source,
which often contains infrared light. The camera is then
able to catch the reflected light in order to capture the
movements of the eye and calculate the direction of gaze.
The new technology also enables the possibility to mea-
sure widening of the pupils. New research has shown that
this data is relevant in order to measure people’s atten-
tion, but it will not be taken into account in the solution
of this project (Tobiipro 2018a).
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Figure 3: Illustration of accuracy and precision

Precision, Accuracy and Calibration

In order to validate the quality of collected data from the
eye tracker, one analyzes the precision and accuracy. If
these values are good, the result provides a more reliable
collection of data. Accuracy is defined as the average dif-
ference between the real gaze position and the measured
gaze position calculated by the eye tracker. Precision on
the other hand is the eye tracker’s ability to replicate the
same gaze point measurement. Due to the incorrectness
that may occur, the result has to be seen as approximate
values of the real gaze direction. A better understanding
of these properties is illustrated in figure 3.

Before getting started with an eye tracking session it
is necessary to complete a calibration in order to estab-
lish a mapping of the coordinates on the screen as well as
some other measurements. In order to calibrate, the par-
ticipant is asked to fixate her gaze at an appearing and
disappearing dot that can appear anywhere on the screen,
a so called “calibration dot”. During this time a camera
takes multiple images to analyze the eye movements.

Another relevant factor is the frequency, which de-
termines how many samples the camera is taking of the
eye each second. The higher the sample rate, the higher
the possibility of calculating the correct eye movements.
This needs to be weighted against the cost that these
increased number of samples causes has, due to more ad-
vanced camera equipment. (Tobiipro 2018b)

Directed Attention

Where we place our gaze direction in not randomly cho-
sen, it depends on both bottom-up and top-down process-
ing. The bottom-up processing occurs when attributes in
the picture unconsciously catches our attention, such as
contrasts, edges and colors (McLeod 2008). That is the
reason why bright colors and details are getting more at-
tention than faded colors and areas that are immutable.
Movements in an image is also a significant factor that
catches the attention of our gaze direction. All of these
factors influence our behaviour without us even notic-
ing it and it all happens very fast. Simultaneously, the
top-down processing also effects our attention based on
more individual qualities. These are based on our previ-
ous knowledge, how we interpret the image and the whole
context in which the image is placed. (McLeod 2008)

Area of Interest

Areas of interest (AOI) (Holmqvist et al. 2011) are el-
ements in the game that are of importance for the stu-
dent in order to solve the task at hand. Example of such



elements are the feedback box and parts of a test that
contain valuable information about what the student an-
swered right or wrong. Our goal is to make sure the areas
of interest are noticed by the students and to implement
the use of nudges if they are not.

Subtle Gaze Direction

Subtle gaze direction (Bailey et al. 2009) is a technique
utilizing the eye tracking technology to make a person
attend to something on a computer screen which they
perhaps otherwise would not, by modulating either the
luminescence or the shade of the area. Making use of the
fact that the eye only sees clearly in a small angle from the
gaze direction and that the eye is blind when saccading,
the person whose gaze is subtly being directed will be
unaware of this manipulation actually taking place.

Within the subtle gaze direction project (Gaze Ma-
nipulation Project 2012) several experiments have been
conducted using it. One experiment shows that the tech-
nique was successful in adapting the test person’s gaze
patterns when modulating an “uninteresting” part of a
static image (Bailey et al. 2009). Likewise, it has been
shown that subtle gaze direction had an effect in a search-
ing task even when distractions were present (McNamara,
Bailey, and Grimm 2009). That is an important finding
in our case, as the game we are using is interactive and
animated. In an experiment done by Sridharan et al.
(2012) subtle gaze direction was used in mammography
training. The subjects were guided to use the patterns
of an expert radiologist when reading the mammograms
using subtle gaze direction cues (Sridharan et al. 2012).
Results show that the students who had been guided by
subtle gaze direction through their initiate training per-
formed better than the control group (Sridharan et al.
2012).

Read

Research suggests that eye tracking can also be used to
detect different reading behaviours. One paper presents
the eye tracking system as being able to distinguish be-
tween text scanning behavior and actual reading behavior
by categorizing the eye movements depending on whether
the gaze pattern indicated “reading” or “not reading”
(“pooled evidence”)(Campbell and Maglio 2001). This
system recognized reading in almost 100% of the cases,
but also miscategorized scanning as reading in 40% of
the cases (Campbell and Maglio 2001). Another tech-
nique which is able to detect different reading behaviors
is the hidden Markov model. This model has been used
to differentiate between reading and not reading with
a precision of 88% and recall of 87% (Kollmorgen and
Holmgqvist 2007). It has also been presented differentiat-
ing the three different tasks of simple word search, finding
a sentence that answers a question and choosing the sub-
jectively most interesting title from a list of titles (with
an accuracy of 60.2%) (McNamara, Bailey, and Grimm
2009).

Behaviour Sequencing Engine

To combine all these features and theories in our concep-
tual design we will make use of The Behaviour Sequencing
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Engine, which was developed by Lester and Stone (Stone
and Lester 1996; Lester and Stone 1997). It works as a
“competition-based framework for dynamically sequenc-
ing animated pedagogical agents’ believability-enhancing
behaviours.” (Lester and Stone 1997, p.1)

The pedagogical behaviours are sequenced by a ped-
agogical sequencing engine, which is complemented by
a believability-enhancing behaviour sequencing engine.
The believability-enhancing behaviours are in an ongo-
ing competition with one another, and at each moment,
the strongest eligible behaviour is heuristically selected
by its exhibition strength. By exhibiting the selected be-
haviour, the agent will behave in a way that “significantly
increases its believability without sacrificing pedagogical
effectiveness.” (Lester and Stone 1997, p.2). Each be-
haviour’s growth rate of exhibition strength may at each
moment be either increased or decreased by the behaviour
scheduler, depending on the current context, this is used
to create a global behaviour based on multiple local be-
haviours. By using a behaviour sequencing system such as
this, our different solutions (e.g. the agent giving student
feedback, advice etc.) can, through a system of classifi-
cation, be presented in a form that is both adapted to
the individual user and appropriate for the situational
learning context.

3 Methods of design and imple-
mentation

Through our theoretical framework several ideas on how
the current game experience could be modified to prevent
feedback neglect arose. In this section both the concep-
tual and implemented modifications and additions to the
current game environment is presented. This is meant
to illustrate the discrepancy between concept and initial
implementation in our methodically approach.

Behavior Sequencing or a Paper Mache Dragon

Our system has been designed through two parallel design
processes. One of the processes focuses on the concep-
tual design of a system-wide model that could be used to
transform the interactional structure of the game. This
is based on the ideas of the behavior sequencing engine,
as a way of structuring believable agent behavior. Our
model design have certain modifications to make it com-
patible with the goal of creating an intelligent and adap-
tive system. However, the complexity of creating a feed-
back system that functions in real-time have led us to take
a different methodological approach in how we implement
our ideas at this point. The implementation is therefore
a feature testing system situated in one of the game en-
vironments (specifically the work environment for New-
ton). This environment it used to test and illustrate some
of the features of the conceptual model, such as utilizing
eye tracking to activate social feedback responses from
the teachable agent or behavioral manipulations, such as
SGD. The implementation and testing environment is be-
cause of this simplification, not relying on the complexity
that a sequencing engine requires. The implemented sys-
tem therefore does not share a structure, but only certain
features with the conceptual model in its present form.
However, for larger implementations than the scope of



this project allows, one should lean more towards the im-
plementations suggested in the conceptual model. The
features that the models do share are presented below.

Area Of Interest (AOI)

Where students’ focus of attention previously has been
determined by the mouse position and the rollover text
in the interface (Lester and Stone 1997), this study will
make use of the current eye tracking techniques available.
By selecting areas of interest (Holmqvist et al. 2011) of
different sizes and with different placements in each learn-
ing environment, the users’ gaze patterns will determine if
they are paying enough attention to important features,
such as constructive critical feedback (CCF) texts. If they
are not paying enough attention, different pedagogical as
well as life-like TA behaviors will be sequenced into the
learning environment. These TA behaviors are aimed at
motivating the student to (once again) pay attention to
the feedback provided. The size and placement of the
AOISs need to be tested and revised further depending on
the different results generated by continuous user tests.

Subtle Gaze Direction

The subtle gaze cue will occur when a student is neglect-
ing to notice the feedback box. A certain area within the
box is then accentuated by a barely recognizable shift in
either color or light. When the eye tracker notices the
student’s gaze moving towards the accentuated area, the
system turns the area into its original state (Bailey et al.
2009). The student has through her peripheral view un-
consciously noticed the accentuated area, and as her gaze
is drawn to the area, the disappearance of the accentu-
ated area will lead her to the conclusion that she herself
made the choice to look at the feedback box.

We implemented subtle gaze direction according to the
conduct used in Bailey et al. (2009). We used the same
frequency of the eye tracker and the same calculations
for categorizing fixations and saccades. We made one
exception though (Bailey et al. 2009);we did not make the
colour warmer according to the given formula. Instead we
added a dot with a yellow filter which contrasted just
enough with the feedback box. (Bailey et al. 2009).

Direct Gaze Cues

If the TA behavior and SGD are not having the desired
effect on the efforts made by the student, more direct
gaze cue techniques, such as making the entire feedback
square occasionally yellow, may be applied.

4 Conceptual Model

With its foundation in the behaviour sequencing engine
we have created a sketch of a new system which hope-
fully will be able to more adaptively handle more com-
plex scenarios. The system that you see in figure 4 is
a way to both create lifelike agents and make a system
which is based on both user action, context, and previous
actions/responses. The system creates a personalized re-
sponse space that can itself determine when/what/where
a direct action or pre-emptive solution is appropriate and
execute this response in accordance.
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One must keep in mind that this sketch is not a techni-
cal one and the details of the implementation and the ex-
act functions for maintaining and updating the response
space is not yet established. Instead one should rather
see this model as an idea for extending the behaviour se-
quencing engine to accommodate individualized real time
adaptive feedback. Many of the ideas of the system are
inspired by our theoretical framework presented previ-
ously in this paper. However, some are based on logical
assumptions and their real value should be determined
by further testing. Next we will look at the parts of the
model that are not explained in the behaviour sequencing
section.

User profiles

Drawing from the Elaboration Likelihood Model (ELM)
we have created a two part user profile, one is a long-
term user profile which keeps track of the students overall
motivation and ability and the other is a session profile
which gauges the current motivation and inclination to
engage with and understand the material. The long-term
profile is a slower set that uses overall performance from
each session to update itself and serves as a basis for de-
termining how certain actions should be interpreted and
also track the student’s changes in educational attitude.
The session profile uses the long-term user profile as a
base, adding current actions and results to help decide
and update the response space as well as in interpreting
current student behaviour.

Behaviour determiner

The behaviour determiner is a subsystem that should
serve as a way to make the system’s beliefs about the stu-
dent more accurate by looking at how the behaviour of the
student should be understood based on the past actions
and the correlation with positive outcomes and the user
profiles. One could for example imagine a scenario where
the student’s gaze is passive. In such a scenario the be-
haviour determiner first decides that the eye movements
are passive using the immediate history of eye movement,
next using the user profile, current context, and success
storage to interpret the behaviour, as it can be either a
result of distraction or contemplation This part of the
system therefore both categorizes and interprets student
behaviour.

Short term history of responses and success

This part of the system tracks the way the system has
responded, how the student has responded, and how suc-
cessful the solutions have been. It’s gathering information
over time to create appropriate changes in the response
space and also give feedback to the behaviour determiner
while updating the user profile.

Updating the system response space and the re-
sponse Space

This is a part of the updated model where we have
expanded the response space to include non-agent be-
haviour. In the response space there are three major
groups of responses; relational, situational and compre-
hensive. The three categories are not mutually exclusive



Figure 4: A view of the model

and solutions in one might be part of solutions in the
others. Relational responses are designed to increase the
value of the relation between the student and the agent.
As we have discussed before this is related to better learn-
ing behaviour and increased motivation.

Situational responses immediately act in the situation
to change current behaviour or disrupt it. When one of
these solutions is activated they become prioritized over
other solutions given that they are needed here and now.
They serve as a way to control student behavior in a more
direct way, for example by using subtle gaze direction
cues.

Comprehensive responses are designed to help the stu-
dent engage with the material in a meaningful way. These
responses could be the agent reading the feedback to the
student, marking important aspects of the information
given, using non language solutions such as helpful sym-
bols, using the agent to explain the information etc. (see
(de Koning and Jarodzka 2017; Goodwin 2000)).

After the appropriate responses have been selected
there are different types of tags differentiating between
what type of action it is. Each action can themselves have
different subcategories e.g. animations can be happy, sad,
bored etc.

So when we are updating the response space we use
the information gathered in the current cycle to push re-
sponses either away or towards an activation threshold
and at the same time changing the threshold values de-
pending on how the student has responded earlier towards
system actions e.g. a motivated student with low session
motivation might trigger an engaging agent (a bit pushy
perhaps) but if this fails to help the student that type
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of behaviour from the agent might change its threshold
value or promote other tags such as relational or it might
make the behaviour more likely to occur when the stu-
dent is highly motivated but distracted in session. The
idea is that a system which uses an updating system re-
sponse space can better match the user and the responses
but also use certain responses in novel ways if they seem
to have a desired effect.

Discussion on the system

So why is this system helpful? The belief is that by using
a two part user profile system, the behaviour determiner
and the updating response space creates a system which
should be able to be adaptive without to much inter-
ference from outside sources. The two part user profile
contributes by being able to differentiate between what is
occasional mood swings vs long term behaviour patterns
and that should lessen the likelihood that unnecessary
actions are taken.

Our goal is for the students to be an independent en-
tity in relation to the system, while with the system we
wish to be able to accurately determine what is needed
through profiling, eye-tracking, and a continuous self-
updating, so it responds only when needed. By letting
the threshold values rise over time the system can deter-
mine the often required responses for each student be-
haviour and remove unnecessary scaffolding and retrieve
it depending on the situation. By using real-time eye
tracking we can get real time data on behaviour and make
the necessary situational adaptations.

If we look at the black box of feedback we can see
that the types of responses proposed should correspond



to the drop of points -both through the more passives
solutions such as the relational agent and comprehension
support but also through more direct actions such as get-
ting the student to actually notice the feedback by using
situation responses. We hope the amount of pupils who
notice the feedback will be more likely to also read the
feedback. They will then have a better chance of finding
the answer /solution, sometimes through additional agent
support.

5 Implementation Process

Developmental Method and Process

The game The Guardians of History is created with Me-
teor, which is a JavaScript web framework and React JS
which also is based on JavaScript. Since the project al-
ready from the start had a huge amount of complex code
it took quite a while to comprehend it. To simplify the
work we were given a file named eyetracking.js that han-
dled the incoming information from the connected eye
tracker. The code had both been read and edited in Vi-
sual Studio Code. In order to share the code between
multiple collaborators and avoid problems, like double
maintenance, we have used git as version management
program. This allows us to work on the same project
on multiple devices without affecting each others code.
This tool allowed us to conveniently make features and
create a history of former commits. As the branches al-
lowed us to work with several features in parallel without
interfering with each other’s work, we were able to simul-
taneously develop one branch for subtle gaze direction,
another branch for a good base environment with a visi-
ble dot for eye tracking position, as well as a test branch,
which has been used during usability testing. There has
only been a few minor issues during merging, but nothing
that we weren’t able to solve right away.

The development of the code has mainly taken place
during October, November and December 2018. A
chronological outline was made based on previous knowl-
edge and relevant theoretical background, which provided
useful prerequisites for the development phase. This has
made it easier to divide the workload between team mem-
bers and clearly define which functions and actions that
are desirable in the game. Changes in the outline have
been made along the way, in consultation with the other
group members. It has been important that everyone was
made aware of changes that might affect their part of the
project.

The eye tracker that was used during this project was
a Tobii Pro Spectrums, which was placed right under the
screen. Along with the eye tracker we used the calibration
program Tobii Pro Eye Tracker Manager. A calibration
is done in order to adjust the eye tracker to a specific
user’s eye movements. A computer is also required in or-
der to successfully run the program and to connect the
eye tracker to. During the development process we real-
ized that a working memory with more than 4 RAM is
necessary. The programs are basically too heavy to run
on a computer with low memory.
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Designing the System

During the developmental phase different ideas for the
system has been discussed but a more prominent one was
a tree-like structure, or more like a slime mold structure,
where behaviour cues lead towards new decision points
where motivation/ability levels and previous reactions to
the system determined the choice of strategy. The system
could then update the current situation and other context
factors to create a new action plans when any significant
response was noticed. One problem beyond the complex-
ity involved in such structure was the problem of handling
our TA; the structure could call on behaviour from the
TA but not “control” it. After a while, we chose to di-
vert from that path and went with the before mentioned
system which is conceptually based on the behavior se-
quencing engine. This route was chosen as it allowed for
a more adaptive system where multiple behaviors could
be displayed, evaluated and indexed according the the in-
dividual users response patterns. The hope is that this
will lead to a more effective and individualized feedback
system.

At the moment this system seems promising although
it is too complex to implement during this project. Still,
by adopting and adapting the behavior sequencing en-
gine we will have a system which is able to select and
implement different solutions depending on the current
context as well as on previous learning history of the stu-
dent and previous behaviour of the teachable agent. This
deep learning system would be far more adaptable than
the stricter tree structure we were initially sketching on.

Creating a Prototype

One of the main goals with creating the prototype was to
be able to both display the scaffolding we have created
and show the technical aspects of the work and the use
of eye-tracking in real time. The idea was that we could
show a wide variety of scaffolding techniques based on a
made-up student profile where we assumed the student
to have low ability and low motivation. By trying to cre-
ate a small system with increasingly strong responses we
could make use of an adaptive agent that showed relation
building, motivational behaviour, comprehension support
in the debriefing and lifelike behaviour. By utilizing real-
time eye-tracking we would also be able to let the user’s
focus (such as looking at Timy) trigger the agent to act.
Without the eye-tracker a response would only be able
to occur as a result of student action. The scaffolding
techniques used were based on our theoretical framework
where we have tried to create a believable agent and also
use additional non-agent solutions to increase the likeli-
hood of student elaboration and decrease the likelihood
of feedback neglect.

In the prototype we use the agent as a way of in-
creasing both motivation and ability by utilizing different
types of social behaviour. We also make use of the agent
as a way of creating easier access to useful information.
Apart from the agent, we have also used techniques de-
scribed earlier such as SGD when social scaffolding was
not sufficient enough. Based on the fact that we are deal-
ing with a low ability /low motivation student, we also use
non-agent comprehension support such as making useful
information more salient. As one can see these types of



system responses are of the same kind as those described
in the conceptual model. The responses are just struc-
tured differently, due to our simplified implementation
environment.

Pre-existing Problems in the Game

The game itself was not an ideally functioning system
when we started to develop it further. The code was
complicated to understand and to work with. This game
is mainly a research tool, which means that it is subject
to continuous game development processes by other pro-
grammers.

The given feedback was proved to be a bit problematic
for the users. The feedback that said that two out of
five answers were wrong was confusing in the multiple
choice test. This was due to the fact that unchecked
answers that should have been marked were wrong as well
as marked answers that should not have been marked.
This led to inconsistent feedback, since the feedback could
say that one should learn more about a subject on one
try and a different subject on the next try, although the
answer from the first try was still wrong. This meant that
the users were frustrated when later realizing that they
had not fixed the problem which they first assumed they
had.

Another issue that was discovered during the devel-
opment phase was that the assessment of the quiz an-
swers was not always correct. Once in a while the specific
feedback contained inaccurate information, thus express-
ing the existence of an inaccurate answers in a question
that was correctly answered. This led to some confusion
regarding what answers were right and what that were
wrong. We did not attempt to fix this issue as the code
for assessment was not of great importance in our project.
Also the assessment involves several different parts of the
code and it would be to complex for us to interfere with.

Debriefing

A problematic part of the game was that the quizzes did
not include a debriefing part after the test was done.
Hence, the user was given no opportunity to actually
check the answers to identify the errors or possible cor-
rections after the specific feedback was given. This was
something we really wanted to change since we found the
time to evaluate the performance before moving on to
be very valuable for the students. After the specific feed-
back was given by Chronos we implemented a break in the
game. Here the student was able to review the answers
according to the given feedback. We also had to disable
the possibility to change the answers since that should
only be possible when a new test is starting. Once the
student was done looking at the answers, a short dialog
with the teachable agent took place, based on the feed-
back and on the eye tracking data. If the student had
read the feedback from Chronos, Timy simply reminded
the student about what subject to learn more about and
asking the student if s/he was done reviewing and wanted
to continue. In case the student had not paid attention
to the feedback given by Chronos the dialog from Timy
would not contain any information about which subject
to focus on, but rather a suggestion from Timy to take
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a break and come back and learn more later due to him
being dizzy.

From an ELM perspective we should support the care-
ful consideration of available information but at the same
time we should be try not to encourage using shortcuts.
We therefore chose to create separate dialogues for differ-
ent action patterns where we could support the student
by providing information but only if the previous infor-
mation had already been displayed.

Obstructing Information Termination

Another action that is easily made by mistake is to re-
move current information in the game by pressing any-
where on the screen. A problematic example is the spe-
cific feedback from Chronos that can be removed this way.
We considered this feature to be out of our scope, but
in order to show our implementations more properly on
the exhibition, we implemented a simple solution to pre-
vent feedback being too easily removed. The easiest way
to solve this was to enable the student to confirm that
the feedback was read by pressing on the dialogue box
right below the specific feedback. This makes the stu-
dent having to press a smaller area and thereby securing
the feedback from disappearing by mistake.

Eye Tracking

One of our main goals was to integrate eye tracking into
the game. We have received external help with this in
order to configure the connection correctly. The game is
searching for a device that corresponds to the eye tracker
and will be given coordinates for the current gaze position
at a specific rate depending on the device’s properties.
These coordinates are given immediately, which opens
up for real-time adjustments in the game. Like many
other web applications the game is written in JavaScript.
JavaScript has a very useful function called elements-
FromPoint(). This function takes to parameters x and
y that corresponds to a position on the screen and are
provided by the eye tracker. By sending these parame-
ters to the function it returns a list of all the elements
that are located at that exact position. We have chosen
a few elements of interest, and actions are made if these
elements are found to be on the list.

Where the user is looking is not displayed on the
screen while playing, but has been marked as a red dot
during development. This has been very beneficial for
testing functionalities and to confirm that the eye tracker
is working properly.

Timy’s Reactions

These functionalities of eye tracking, among other, is uti-
lized in regard to the TA’s actions. Since Timy is the
student’s TA he plays a crucial role in the game. Af-
ter the quiz is completed and the feedback is presented
by Chronos we have implemented a few features to en-
sure that the student will notice the feedback. If the
student ignores the feedback but instead looks at Timy
there will be three responses to nudge the student to look
at the feedback box. The first response is Timy discreetly
glancing and pointing towards the feedback. If the stu-
dent does not turn her attention towards the feedback



but continues to look at Timy a second response will oc-
cur. This time Timy will whisper to the student “Pssst. ..
Chronos seems to have some advice for you!”. The reason
why he is whispering is due to the fact that the student
is hiding and should not be seen by Chronos. The third
action is another dialogue and this time Timy is asking
for help, “I don’t understand what Chronos means, can
you help me? What else do we need to do?”

The reasons behind our design are basically that scaf-
folding should only be used if needed (making Timy re-
spond only when feedback is neglected) and to showcase
three different types of social scaffolding. The initial
pointing and looking will hopefully make the student fol-
low Timy’s directional hinting. The second response is
more direct and refers directly to Chronos through a text
box, while staying true to the underlying narrative of the
game. The last scaffolding technique is more of a rela-
tional nudge where we try to increase student motivation
by focusing on his/her relationship with Timy and the
benefits of the protegee effect (Chase et al. 2009) .

Timy’s Believability

Timy is a time elf who is to be taught history and physics
by the student user. S/he therefore has to be perceived
as less knowledgeble than the user. S/he also has to be
perceived to be about the same age as the student for
him/her to be able to identify with Timy as a learner.
Apart from these required learning-by-teaching features
of the tutee Timy, we also want to make his/her behavior
situated in the current context of the game as well as in
the interaction with the user.

Due to a heavily restricted time-frame, limited tech-
nological knowledge of animation-processes, as well as a
need to prioritize among what intelligent solutions to im-
plement, we choose to display only a few believable fea-
tures in Timy. Hopefully, they will be sufficient enough
to motivate the user to make the effort needed to look at,
read, understand and act on the provided feedback within
the game. We chose to illustrate, animate and implement
the not-verbal believability features of body language, fa-
cial expression and gaze, as well as the verbal feature of
Timy making a joke.

The non-verbal features of Timy were created or en-
hanced to make him/her act in an appropriate way in the
social context of the tutor-tutee interaction. This was ac-
complished by enhancing the joint attention by modifying
Timy’s body position and arm gestures, as well as adding
directional gaze patterns. Timy’s facial expressions were
adjusted according to his current actions to make his/her
overall behaviour coherent to the user.

According to Gary Dean Stelling’s early work on
agent-inhibited interfaces, an agent should minimize
his/her face time during problem solving, in order to be
perceived as well-meaning and on the user’s side, instead
of behaving as an observer of student behaviour (Stelling
2002). We agree with Stelling that having the agent fac-
ing the task instead of the student user, would make
it more believable that Timy was watching and learn-
ing from the student. We therefore illustrated three pic-
ture frames that when animated depicted Timy turning
around, facing the assignments that were to be solved. If
Timy is clicked on by the user while facing the task, he
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will simply turn around and face the screen. Timy will
then change position again, depending on whether the
user decides to continue with the quiz or proceed to the
correction part. Hence, Timy will always face the student
during conversations and always face the board when the
student is teaching Timy about Newton.

After finishing the test and receiving feedback from
Chronos, if the student doesn’t look at the feedback pro-
vided, Timy would then look at the feedback while at the
same time pointing with his left arm towards it (Timy
is now facing the student again). His/her facial expres-
sion has during the gazing/pointing behavior gone from
a smile to a more neutral expression, hopefully signaling
that it is important for Timy that the student pays at-
tention to Chronos feedback. Otherwise he won’t learn
enough to be able to pass the tests and join the team.

During this project we initially choose not to focus on
the written text boxes provided by the agents of the game.
Working on the conceptual model, not knowing how to
make very low motivated students stay within the game,
a study by Agata Janiszewska was recalled (Janiszewska
2017). The results of her study showed that an entertain-
ing pedagogical agent were able to affect learning, moti-
vation and attention in a favorable way in students with
low academic performance. A joke or off-task interaction
could also provide a brief cognitive break in the learning
process.

If the system notices a student neglecting feedback
over and over again implementing an entertaining behav-
ior in Timy would possible keep the student looking at the
screen, giving them a cognitive break, while at the same
time giving Timy the believable behavior of a peer/friend
(sometimes joking or being off-task).

Relation Building Actions

We have also implemented a relation building sequence if
the student, despite both levels of subtle gaze direction,
does not pay any attention to the feedback. Timy will
then make a joke where he wants the student to guess
how old Chronos is. The joke is divided into three dia-
logue boxes provided by Timy and no other scaffolding
is active during this period of time. These responses are
implemented as a last resort when the system detects a
gaze behaviour that indicates that the student has lost
interest or focus.

Graphics

A few different versions of Timy have been created so far
in order to make the agent more believable (Bogdanovych,
Trescak, and Simoff 2016). Further on, several frames of
each behavior will be animated to convey a life-like TA
behaviour.

Distinguishing Between Noticing and Reading

Our solutions mainly focus on getting the students to no-
tice feedback. In order to find out if a certain element
has been noticed by the user, we utilize the eye tracker
to see if the element is among those that the student fix-
ates his/her gaze on. However, we have also implemented
measures to detect reading. We rely on the assumption
that if the user spends more than a certain number of



Figure 5: Different versions of the teachable agent Timy
from The Guardians of History

seconds within a certain AOI, it will qualify as reading.
Although there are more reliable ways to detect read-
ing behaviour, we have chosen not to implement these as
they are not presently accessible to us. However, in our
solution the reading does not necessarily have to be con-
tinuous, since the algorithm is based on the total time.
The amount of seconds is calculated by dividing the num-
ber of times that the element has been seen by the user
with the frequency of the eye tracker. The frequency cor-
responds to how many times the eye tracker is sending
coordinates each second. This has usually been 20 or 30
times, depending on the equipment used.

Integration Testing

One thing that could have improved the quality of our
scaffolding responses would have been to use integration
testing, which means testing our implemented function-
ality in a bigger context. This is due to the fact that our
features worked well independently but should have been
tested in the game context, with credible actions before
and after our additions to the code earlier. We also even-
tually detected some errors with the game scenario that
had to be solved in order to test the game together with
the eye tracking and the improved feedback. To test indi-
vidual implementations in the bigger game context more
frequently to discover these kinds of issues is therefore
recommendable.

6 User Testing
Method

We held five user tests, each taking between 30 minutes
and an hour. All test subjects were university students,
around 20 years old.

During the tests one of us functioned as the test leader
and one of us as the test observer, both of which sat with
the current test subject. The test leader gave instructions
and answered questions. The test observer made notes
and conducted the eye tracking calibration.

Data on how long the test subject looked at the feed-
back, as well as when SGD was activated and deactivated,
was logged.
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The first two test subjects had only one task; to do a
quiz about Newton and then continue doing it until they
succeeded.

After the first two tests, a second test was added to
the initial test. The SGD scaffolding was not triggered
in the first two tests. The intention with the initial test
was for the test subjects to fail, but not to look at the
feedback. We wanted to see if the test subjects noticed
the subtle gaze direction and if their gaze was directed
towards the feedback despite actively not looking at the
feedback.

7 Results
Task 1

The results of the initial test, done by five test subjects
are presented in table 1. Furthermore none of our scaf-
folding responses were triggered in any of these tests. The
test subject simply closed the feedback box instead of
reading it.

Task 2

Result of the second task could not be confidently gath-
ered as a bug made the logging flood with messages, mak-
ing it impossible to figure out which one that was correct.

What can be said about the second trial is that all
three test subjects triggered and deactivated the SGD
dot. Out of these three, two subjects reported on noticing
the SGD dot when being asked about noticing anything
different with the feedback box.

Discussion of Results
Target Group

Our target group of the implementation was low motiva-
tion and low ability middle school children.

Due to time constraints we did not do the user testing
on the target group.

We tried to give the test users low ability by not let-
ting them access the necessary information about Newton
beforehand. This resulted in none of the test users suc-
ceeding on their first try.

Due to not using the intended target group we cannot
see if our adaptions led to any general improvement of
users’ ability to notice, read and act upon the feedback.
Differences we have seen between our tests and previous
tests of the game done on the correct target group by
Térning et al.(Téarning 2018) is that in our tests all test
users read the feedback and acted upon it at least the
first time they received feedback. Another reason for this
is that in our test the task was to complete the quiz,
rather than playing the game, so that the only way the
test person could finish the quiz without succeeding was

by giving up.

Testing of Subtle Gaze Direction

Our plan on testing the SGD was by logging the data
regarding when SGD was triggered and deactivated.
One issue with this was that SGD was not triggered
when task 1 was made.
Thus task 2 was added, solely to trigger SGD. Results
from this trial would not be as valuable as they would



Table 1: Results of task 1 of the user testing.

Number of times | Number of trav- | Felt finished | Read (sec per | Comment

detailed feed- | els to Newton when round)

back was shown

2 1 When  succeeded | 7 /4
quiz with detailed
feedback.

4 3 Did not feel finished | 10 /6 /2 / 8 Got incorrect feed-
when detailed feed- back from Chronos.
back was still pre-
sented.

8 3, after the first | Gaveup duetodis- | 10 /13 /10 /7 /3 | In the end: tried
second and fourth | interest. /8/7/6/6 to pass the quiz
round of the quiz by reading Chronos

feedback and try-
ing the quiz again
based on that.

3 2 Was hesitant about | 6 / 11 / 6
being finished as
detailed  feedback
was still presented,
decided to  be
finished after trav-
elling back once
after succeeding.

3 1 Did not feel finished | 10 / 10 / 9 Did the quiz once
as detailed feedback more after passing

was still presented.

and then succeeded

with 100% correct.

have been from doing the task in the intended game con-
text. Still, we were able to see whether SGD made the
person look at the feedback even though it was told not
to look at the feedback. We were also able to ask the
subject if s/he noticed the SGD dot or not.

Also the execution of task 2 was problematic due to
the logging being bugged by the activation of the SGD
several times. Due to this we deemed the data unreli-
able. To prevent this we could have tested the feature
more thoroughly beforehand, and also timed the activa-
tion and deactivation with a stop watch, which however
might have been hard to do without drawing the test
subjects’ attention to it.

However, it can be noted that a majority reported
noticing the SGD dot when being told not to look at the
feedback.

Findings from the User Testing

Some findings from the user tests that were valuable and
we think applies to users of all ages, is that a reason for
not looking at the feedback is closing the feedback box
instantly. This is easily done in the game as the feedback
box is closed with only one mouse click. When closed, it
is not possible to open it again. This also seemed to be
the reason for our scaffolding not being triggered, either
the user read the feedback, or they closed it immediately.
To trigger scaffolding one would have to not look at the
feedback while the feedback box was showing.

Some behaviours we noticed were usage of brute force
testing, or brute force based on Chronos’ feedback and
being confused about whether one was finished or not
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when passing the quiz but still receiving CCF.

How the User Testing Could be Improved

Had we done the project again we would do three itera-
tions of user testing. The first of which would be testing
the game without our changes, to learn more about usage
behaviour, find usability flaws in the program and be able
to use it as a baseline for further testing. Then our solu-
tions would be tested for usability flaws and after solving
those, the pedagogical effects should be tested.

Also, it would have been beneficial to focus more on
user testing by letting one person on the team be solely
focusing on the user testing, giving more time to plan and
conduct tests, including making contact with a group of
children through for example a school. To do this we
would have needed to start with the user testing much
earlier, already in the first part of the course.

8 Discussion

Success with Fulfilling our Aim

At this moment of development, we have designed a
model for the system that should be the basis of fur-
ther implementations, leaning on the idea of the behav-
ior sequencing engine. To allow for a more adaptive user
experience however, an updating indexing would need to
be implemented. We have implemented different scaf-
folding effects of both social and behavioral nature in
the existing system to better understand the advantages
and disadvantages of using these. It has for example be-




come clear that the AOIs and behavioral thresholds for
activating scaffolding might need to be adapted as there
were issues in testing with no scaffolding being activated.
One could argue that this might be due to the test sub-
jects being adult students and therefore mastering a bet-
ter study technique and showing stronger perseverance,
which would allow them to avoid the mistakes possibly
made by middle school children.

However we are satisfied with how far we have gotten,
as we managed to implement a prototype of the feedback
model that provided adaptive feedback in real time based
on the users’ eye movements, while also providing a con-
ceptual model for the entire system. This was our main
aim as we from the beginning of the course were aware
that we moved in to uncharted waters. A complete im-
plementation of a fully functional system would not have
been possible under the provided circumstances.

Social Elements

Although we have not yet been able to test the system
thoroughly enough to determine the pedagogical value of
our social scaffolding, we, based on our theoretical frame-
work, expect it to be an effective tool in the system as
it relies on the TA as a social presence within the game.
Hereby utilizing this presence for scaffolding pupils’ be-
havior towards more fruitful learning strategies. One way
this could be done is by asking questions to the feedback
as a way of directing the pupils’ attention towards impor-
tant features as a basis for reflection and further progress.
Yet it is important that the TA does not overstep its in-
tended function of a gullible tutee, as one risk of using
this method is that the TA instead ends up acting as a
tutor. However, an important advantage of using social
elements as a strategy for scaffolding learning process,
in opposition to simply influencing behavior with SGD,
is that the students are consciously choosing whether to
act upon the scaffolding stimulus. This consciousness can
be fruitful for the goal of altering student behavior in the
long run as they become aware of the productive act of
noticing the feedback itself or even by directing their at-
tention towards crucial parts of the feedback. Neverthe-
less, the method can be criticized for being experienced
as intrusive as it confronts the pupil with her/his absent
action. Intrusiveness can never be fully avoided in learn-
ing/teaching situations as the process of working with a
new material does in one way or another influence the stu-
dent. The art is to create a situation where the student
welcomes this intrusion.

Social effects and scaffolding can also be implemented
in less direct fashion relying more on bodily communica-
tive cues and the implications of these, such as the TA
pointing and gazing towards the AOI. These cues have
been shown to have a positive influence especially on stu-
dents’ tendency to notice the feedback, in opposition to
using non-social cues such as arrows (Térning et al. 2018).

In utilizing the TA’s presence to create a tool for so-
cial scaffolding his/her behavior has to be developed on a
micro scale with small social cues, while also implement-
ing more complex social scaffolding to get the pupils to
reflect upon their own strategies on a meta level. In the
end, the students hopefully will be able to accommodate
a more beneficial behavioral strategy.
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In creating and implementing Timy making a joke,
we also discussed the overall language of Timy. Was
his language age-appropriate for a 10-12 year old? Or
was it too pedagogically adapted? According to William
Yang Wang et al. peers challenge each other in learning-
by-teaching situations by using challenges (“see I am
helping”), insults (“you are so weird*), condescendations
("nothing you have done has effected me what so ever”),
message enforcers (“Earth to Erin”), Pet names (“What’s
up homie”) etc (p.3, Wang et al. 2012). These challeng-
ing interaction is not something that occurs in the early
stages of a relationship when one is trying a make positive
first impression. The Tickle-Degnen and Rosenthal model
shows how positivity then decreases over the course of a
relationship and instead becomes more challenging (im-
polite) (1990, mentioned in Wang et al. 2012). If the
relationship with Timy during the game is considered by
the student not to be extended enough to deepen the re-
lationship, a positive yet age appropriate language will
suffice. If the time in the relationship is considered ex-
tended enough, will Timy have to start challenging the
user in an friendly yet impolite way to stay believable?
Could pedagogical considerations stand in the way of the
believability of Timy? And would a challenging TA be-
havior enhance or decrease student motivation and effort?

Subtle Gaze Direction

Our other method of directing attention is SGD, this for
sure does not fall into the category of a social cue, as it
relies fully an a bottom-up processing of a salient stimuli.
However, we see multiple possible gains and risks of using
such a method.

Possible Gains of Using Subtle Gaze Direction

The reasons for using subtle gaze direction as we see it
are:

Subtle gaze direction can be used several times, in
contrast to for example increasing the saturation of
the important elements in general.

It has the potential to change the student behaviour
without them noticing it, possibly feeling less intru-
sive for the user than alternative solutions.

It is a technically interesting technique, testing the
limits of the speed and precision of the available eye
tracking system and integrating it in an interactive
online game.

The mammography experiment (Sridharan et al.
2012) suggests that the results of using gaze manip-
ulation were present even after the training. This
suggests that the students may better attend to the
feedback boxes later in the game without the subtle
gaze direction cue being present.

In a broader perspective, the idea is that by attend-
ing to the feedback, a larger part of the students will
be able to continue processing the feedback and in the
long run both learning more as well as gaining a positive
experience of attending to feedback. The results from
the experiment of scanning mammograms suggests that



the students’ gaze patterns could change even when sub-
tle gaze direction is no longer present (Sridharan et al.
2012).

Possible Risks of Using Subtle Gaze Direction

It is not given that subtle gaze direction will give the de-
sired results. There is a risk of the students not noticing
the cue, which was the case with one of the test subjects.
However, we need the logged data to determine this with
certainty as the cue could have been noticed and attended
to unconsciously. The reasons for the cue not being no-
ticed, could be due to technical difficulties such as the
sampling frequency being too low to turn on and switch
off the modulation when needed. However, results from a
previous experiment suggest that the gaze of the subject
could still be successfully nudged into the desired location
(McNamara, Bailey, and Grimm 2009).

There is also the obvious risk that the students not
noticing the feedback have already moved on to another
setting before the subtle gaze manipulation can direct
them to the area of interest. In order for subtle gaze ma-
nipulation to be performed successfully the game might
for example have to be edited so that the user cannot
leave the page until she has attended to the feedback.

Also, even a perfect implementation of subtle gaze di-
rection may not lead to the desired results in a broader
perspective. Although it is possible that more students
would notice the feedback in this game, even when subtle
gaze direction is not present, the mere change of their gaze
pattern is not something that is linked to better noticing
feedback in a broader sense. The same study also showed
that there were no long term effects based on the learners’
results.

An Assumption about Learning Attitudes

A problem that needs to be mentioned is the possible con-
sequences of the assumption that having positive learning
experiences results in lasting positive change. If we look
at some of the solutions we have proposed they can al-
most all be understood as peripheral persuasion. The
problem we are looking at is the fact that social scaf-
folding and direct action both use persuasion techniques
that nudges people toward engaging with the material be-
cause of non-subject-matter factors. In the short term it
might look good if students start to act upon and make
progress when engaging with feedback but if their rela-
tionship with feedback is solely based on these manipula-
tions their attitudes toward feedback will not change in
the long run and instead there is a risk that they will be
dependent on the system for further progression in school
work instead of acquiring actual strategies which allows
for them to succeed on their own. However, as briefly
mentioned earlier, changing a students self-efficacy (Ban-
dura 1997) regarding how she sees herself as a learner may
be interpreted as her taking a central elaboration route.
By seeing her teachable agents knowledge as incremental
(Mangels et al. 2006); changeable and improvable due to
the quality of her own teaching efforts, the student’s view
of her own potential to develop and grow as a learner may
be positively effected.

So to justify our model we need to assume that our
techniques lead to meaningful contemplation on the ma-
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terial and the processes or that positive learning expe-
riences have some effect that increase motivation/ability
and possibly even self-efficacy. If this is not the case, one
would be able to make the claim that our system could
be a ”curling method“ that will merely get local results
and not lead to meaningful lasting learning strategies.
The knowledge they acquire may have just a short tem-
poral impact if their learning experience is based on per-
formance rather than elaboration. This is an important
issue to explore in further research.

About the Game

The fact that we have already been given a complete game
has both its advantages and disadvantages. Since the
game is based on previous research we can assume a thor-
ough theoretical background, qualitative research and
well motivated design choices have been made. The game
The Guardians of History combines traditional classroom
settings and tests with time travels and motion sick elves.
Our project therefore had to proceed from these prerequi-
sites. A different game with a different benchmark could
have lead to other conditions and issues to work with and
may also have implied a different type of user interaction.

9 Reflection of Team and Team
Work

Our Team

Our team for this project consists of five students from
two different programs: three master students of cogni-
tive science and two students of information and com-
munication technology (ICT). The students of cognitive
science have different focus and studying methods based
on their bachelor studies. The ICT students have a more
homogeneous background as they both focus their stud-
ies on usability and design. We have worked in two sub-
teams where the cognitive science students have focused
on exploring and utilizing relevant theories, and design-
ing the conceptual model, while the ICT students have fo-
cused on getting into the code of the game The Guardians
of History and implemented different scaffolding meth-
ods within this framework (both theoretically and practi-
cally). We have also had help from an exchange student
who has taken part in the practical work of the program-
ming sub-team.

Our Way of Working with this Project

In the first part of the course we explored the field the-
oretically to get an understanding of earlier work in the
field and begun to get an understanding of the techni-
cal aspects of the game. While the second part of the
course where dedicated to integrating this in to a concep-
tual model and a prototype for testing that would allow
us to demonstrate some of our ideas. This process have
required us to overcome both conceptual and technical
obstacles. Here our work on the initial course allowed us
to loan ideas from our theoretical framework and gave us
time to come to terms with the existing code of the game
and eye tracking as a technique.

When looking back at the work we have done so far
within the project, we have come to terms that different



team members have very different approaches on how to
work iteratively - some preferred to have the theoretical
framework done before making a draft, while others were
used to making drafts even though they might have to be
completely remade later on. we also struggled with how
to make a prototype when we already have such a clear
structure from the game. However, these issue was over-
come in the second course since we changed our method
of working to more individualized responsibilities, where
each member had the responsibility of one or more areas
and the deadlines related to those. This let to a smoother
and more goal orientated approach.

Even though we had more individual responsibility it
did not lead to less cooperation as we worked with weekly
meetings of both the entire team and subteams. How-
ever, the smoother progress of the second course would
not have been possible without our many discussions dur-
ing the first course as these were helpful in opening the
subject for us and giving us a broader understanding of
the field that we were moving towards.

In this project we have had a lot of issues with the
technology, for example it took a lot of time for us to get
access to the code we needed, and then the computers
we had access to were not good enough to handle the
development we wanted to do. However, once this was
sorted out, with the help of one of our tutors, we made
some quick progress. This progress was also due to a
change in work method, as we divided the work more
between the participators with different responsibilities.

What we have realized in this project is the value of
working interdisciplinary - we would not have been able
to achieve the same results if we had worked individu-
ally or mono-disciplinary as our different educational pro-
grams let to a broader fan of methods, theories and skills
which allowed us to combine many different approaches
and thereby creating a more thorough and complete sys-
tem.

10 Further Research and Devel-
opment

Further research and development within this project
should focus on a thorough implementation of the be-
haviour sequencing engine. Here the main focus should
be on implementing it through the entire game, while fur-
ther developing a more complex range of possible actions
for the system to take, and exploring and developing a
true reading detector, so the system could act appropri-
ate based on a larger an more precise amount of data.
This would allow for a more believable interaction with
the TA, something that would hopefully lead to more en-
gaged students with a lesser degree of feedback neglect.
However, this leads us to our final and most important
advice for further research with in this system, as one
must conduct a number of studies and tests on the target
group in order to explore the actual pedagogical value of
the presented solutions. The optimal format for this re-
search would be to study both the immediate implications
of the solutions, do the students neglect the feedback less?
But also the long term implications of the system, do it
influence the student’s study technique so they also re-
duce feedback neglect in situations where the scaffolding
is not present.
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There are though time to conduct this research and
development as the system is before it’s time, as the
eye tracking technology is not yet a common feature in
commercial equipment that would normally be seen in a
school setting.
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This paper presents the work of a course at Lund Univerity
revolving around academic solutions to real-world problems.
The project presented in this paper seeks to solve the prob-
lem of the ever-increasing number of applications and services,
their internal indexation, and discoverability of new services.
The proposed solution uses a spatial understanding as founda-
tion for a new take on indexation challenging the conventional
way of thinking about categories based on common one-word
associations.

1 Introduction

This section presents the theme of this paper, the problem de-
scription central to our investigations, the solution we have
been developing and investigating, and relevant research.

The Work of Research and Development

This paper presents the results of the work within a course
on research and development at Lund University in the fall
semester of 2018. Participating in the course are master stu-
dents of cognitive science and master students of information
and communication technology engineering at Lund Univer-
sity, Sweden. The course is the second of two inter-connected
and related courses commonly known as “the research and de-
velopment courses” or “R&D-courses for short”. The courses
revolve around problems from the industry which the students
are to ponder academically. The problems are to be interpreted,
researched upon, and investigated for a solution based on cog-
nitive science and human computer interaction design. The
final design solutions are presented at a fair at the end of the
course. This paper deals with one of these problems: that of
how the growing number of smart services is convoluting their
indexation and discoverability.

Growing Number of Applications Increasing Complexity

There is no denying that we have yet to reach the maximum
amount of digital services that humanity will experience. De-
spite this, we can already see that the amount of services are
starting to become overwhelming for the average user. Just for
smart phones, more than 5000 applications are added to the ap-
plications download hubs Google Play™ Store and iOS® App
Store® for Android- and I0S-based smart phones respectively
(42Matters, 2019). While this huge amount of new and vary-
ingly relevant services is in no doubt creating new opportuni-
ties for the user, they also cause trouble. Not only are con-
sumers having trouble maneuvering the services they already
possess and use, they are also having troubles discovering new
services. This observation has led to discussions concerning
how we index and manage our services in order to not drown
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in an ocean of services. This paper presents an approach based
on spatial cognitive abilities: using maps for indexation instead
of conventional categories.

Maps as a Means of Organisation

This paper presents and investigates a new concept for index-
ing, navigating and managing digital services. The concept
revolves around using maps instead of conventional common
one-word, theme-based associational categories for organising
services in our lives. While relevant for all types of services
and originally inspired by the growing number of Internet of
Things (IoT) devices, this paper uses smart phone applications
as a medium for testing the approach.

Spatial Codes for Human Thinking

While this is an entirely new approach to cognitive indexing,
we have succeeded in finding a theoretical framework some-
what related to our conceptual idea. It has long been an intrigu-
ing question of cognitive scientists how intelligent organisms
find their way around. Research into rodent brains has added a
central puzzle piece by revealing what has come to be known
as place and grid cells. Place cells are neurons that fire at a
specific geographical location (Humphreys et al., 1908). Grid
cells are neurons that fire in a hexagonal pattern in every loca-
tion giving the organism a sense of distance travelled (Hafting,
Fyhn, Molden, Moser, & Moser, 2005). Research suggests that
these findings from rodent brains may be transferable to the
human hippocampus (Humphreys et al., 1908). A recent pa-
per by (Bellmund, Gérdenfors, Moser, & Doeller, 2018) inves-
tigates the possibility of linking hippocampal-entorhinal pro-
cesses linked to spatial navigation with (Gérdenfors, 2004) no-
tion of cognitive spaces. The main idea of Bellmund et al.
(2018) is that as the hippocampal-entorhinal cells are able to
re-code themselves to represent different spatial spaces they
may as well possess the ability to represent an unlimited array
of conceptual spaces.

While the claims of Belmund et al. (2018) does not include
use cases such as the one presented in this paper, they open
up for new ways of contemplating human cognitive abilities.
Their linking of conceptual organising and the hippocampal-
enthorinal area offers justification to question the classical
semantics-based organising of concepts. If there is indeed
a link between how humans navigate spatial and conceptual
spaces, research efforts should go into developing methods of
conceptual organising taking advantage of this new knowledge
and existing knowledge suddenly relevant for the field. This
paper exemplifies this new area of research by testing a new
conceptual organisation of digital mobile applications based
on locations.



2 Method

This section presents a theoretical overview of the main ac-
tivities our team has performed as means of moving from the
initial problem space of growing application complexity to the
notion of maps as a tool for organising applications. The ac-
tivities are primarily of co-creational character: workshops and

prototyping.

Workshops with Brainstorming

In the early stages of problem solving, it may be challenging
to know which approach to solve the problem is most suitable.
The project and its problem space may not be well defined or
clearly understood. To efficiently develop a better and deeper
understanding of the problem, to form ideas, and to formulate
solutions, a brainstorming session may be a proper approach.
In a brainstorming session, a group of people meet to bring
out new perspectives and ideas to gain further understanding
of the problem. By taking notes of all ideas given by the group
of people, while keeping the brainstorming environment free
from criticism and judgmental thoughts, more ideas and solu-
tions may be generated.

Prototyping

Prototyping is roughly creating an early approximation of the
finished product. Prototyping can be used to share a vision
for the product or to share an idea for a certain design, func-
tionality, or user-case. Developers can use the feedback from
prototype tests to evaluate the usability and functionality of a
product. Most often, the early prototypes are to be shared with
the design team or main stakeholders. Late prototypes with
extended functionality are very similar to the released prod-
uct. The prototype is tested and evaluated to an extent until
the prototype is acceptable and the requirements for usability
is achieved.

A prototype can be either low- or high-fidelity (lo-fi and hi-
fi, respectively). In the former case, the prototype is made us-
ing a simple to alter material such as drawings on paper. Low-
fidelity prototypes are often used to create easy-to-evaluate vi-
sualisations and may result in new alternative design solutions.
Making changes in a low-fidelity prototype is less costly and
more efficient than in later stages, when the prototype moves
from low-fidelity to high-fidelity status. A high-fidelity pro-
totype is often made in the same medium as the final product
to allow for real users to test and evaluate it in a true-to-reality
user setting.

3 Activities

This section presents the content of the different activities car-
ried out during the research and development course: work-
shops, lo-fi prototype development and usage, data processing,
and hi-fi prototyping development and usage.

Brainstorming in Workshops

Most of the work done during the brainstorming phase was
done during workshops. The goal of these workshops was to
agree upon the actual problem and to understand it, in order to
decide upon how we could solve it. The brainstorming phase
took long time and required much discussion and compromise
for the session members in order for the project to progress.
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Figure 1: This picture shows the result of one of the workshops
that was held, in which we brainstormed over different kinds of
services and how they could potentially be categorised through
spatial locations.

The format of the workshops varied much. Some of the
workshops were simple discussions over a cup of coffee where
we tried to conceptualise our view of the concept to an extent
allowing us to discuss our suggestions to approach it. Other
workshops were more formal involving classic brainstorming
tools such as post-it notes, white boards, pens, and paper. Dur-
ing a certain session, we filled out post-it notes with different
kinds of services and tried to make sense of categorising ser-
vices using locations rather than conventional categories, see
figure 1.

Lo-Fi Prototype Development and Usage

To get insights into the applicability of our initial thought pro-
cesses, we developed a paper-based lo-fi prototype. The lo-fi
prototype tool we developed comprised of three parts used in
two stages. The first part was a set of 20 post-it notes with pre-
written names of services. The services chosen were existing
smart phone applications. The second part was a set of blank



Figure 2: This picture shows the services placed by a user un-
der the users own written categories.

notes on which the user was asked to write category names
suitable for the services which had been presented to them.
The last part was a set of maps that were hand-drawn by us.
The different maps pictured different sized areas. These areas
were: the Oresund region, Skéne, Lund, a construction plan of
a regular apartment, and lastly a picture of a human body.

In the first stage, the user was asked to categorise the ser-
vices and write down category names for their organisation.
We told the user not to feel limited to assumed expectations
when choosing category names or how many categories they
wanted. We also told them that they were allowed to create as
many categories as they felt necessary, and even allowed them
to create a category such as “other” where they could place ser-
vices they failed to fit into any other category. The results were
then documented for later data processing. Figure 2 shows one
of these user-produced application organisations.

In the second stage, the test subject was asked to categorise
the services using the maps provided. The instructions were as
follows: “Try to associate each service with a location and try
to find that location on one of these maps. Place the service in
that location on the map and try to motivate why you chose to
place it there”. The results of this part was also documented
for later data processing. Figure 3 shows a part of one of these
map-based application organisations.

Processing of Lo-Fi Prototype Usage Data

The lo-fi tool was tested on fellow students of cognitive science
and of information and communication technology engineer-
ing. In total, eight students took part in the test. The collected
data for each test subject includes a category and a map loca-
tion for each service. The time spent was not registered. The
test subjects were asked to “think aloud” and their thoughts
noted along the duration of the test. Their categorisation and

99

Figure 3: This picture shows the services placed by a lo-fi test
subject on the map representing the home vicinity.

spatial placement of the services was documented through pic-
tures, see e.g. figure 2 and figure 3, and put into an excel sheet.

Two main factors were interesting when examining the lo-
fi prototype test data. The first one was, for each service,
how much did the category association differ between users,
or more precisely, under how many different conventional cat-
egories did the users place the service? The second one was,
for the most popular category for each service, how many users
chose this particular category? These two questions were com-
bined into a single index score: 7= (1 + %) % (1+ %), where 1
is the index score, C the number of categories for each service,
T, the number of users participating in the lo-fi testing and N
the number of users choosing the most popular category. In
cases where the most used conventional category was “other”,
the second most frequent category was used for the calcula-
tions instead.

The possible maximum index scores are equal for both
maps and categories, but as the number of categories is poten-
tially as high as the number of services presented (20), while
the subjects where limited to choosing between only four maps,
it is expected that the index scores are generally higher for the
maps, as the minimum value varies slightly (1.13 and 1.4 re-
spectively). However, the index score formula is designed to
best counteract this fact. The results of the index scores were
later taken into consideration when creating the hi-fi prototype
tool.

Hi-Fi Prototype Development and Usage

Based on the results from the lo-fi prototype tests, we devel-
oped the hi-fi prototype test tool to allow us to make precise



Figure 4: This figure displays the test interface screen of the hi-
fi prototype tool where a test subject is to choose under which
category to place the service “Snapchat”.

Figure 5: This figure displays the test interface screen of the
hi-fi prototype tool where a test subject is to choose at which
map to place the service “Uber”.

Figure 6: This figure displays the personal results and overall
statistics screen from the hi-fi prototpye tool allowing the test
subjects and researchers to get easily accesible insights into the
test results throughout the data collection.

measures of test subjects’ abilities to localise digital mobile ap-
plications within the two paradigms of organising through con-
ventional categorisation and organising through spatial loca-
tions. The hi-fi prototype was implemented as a simple struc-
ture web application exploiting the fast scalability and mod-
ularity of web technologies such as HTML, CSS, javascript,
and PHP. The test tool presents three main screens to the test
subject: 1) the introduction screen, 2) the test interface screen,
and 3) the individual results and statistics screen. Each of these
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screens will be described in details below.

Screen 1: introduction screen

When opening the test tool, the test subject is presented with
a simple screen informing him or her about the aim of the test
as well as instructions of how to complete it. A big button
allows the test subject to commence the test. Initially, the test
was designed so that the test subject could choose between two
versions of the test via two blue start buttons: the full test with
20 services and a shortened version with 5 random services.
Later, during data collection, we decided to limit the test sub-
jects’ options to ensure a higher completion rate with a slightly
higher number of tests per subject. Thus, the remaining option
was a version of the test with seven randomly chosen applica-
tions for each organisation paradigm.

Screen 2: test interface screen

When initiating the test, the test subject is presented with a
screen that randomly loads the name, the logo, and a short de-
scription of one of the 20 services part of the test. On the right,
the test subject is asked to chose which of the categories or spa-
tial locations the subject thinks that the service belongs to. See
illustration 4 and 5 for examples of the categories and maps
respectively.

When clicking on an answer option, a colour change to ei-
ther green or red indicates whether the answer is right or wrong
respectively. “Right” and “wrong” refers to whether the option
is the option chosen by the most test subjects prior to the cur-
rent test subject. The tool continuously evolves and corrects its
database so that the “right” answer is always the option having
been chosen most frequently as the first answer for that ser-
vice. Initially, the right options is based on data from the lo-fi
prototype.

If the test subject chooses a wrong answer, the options
turns red and the subject is to continue choosing until he or
she reaches a point in his or her logic, where he or she agrees
with the majority of previous test subjects. When the right an-
swer is chosen, the screen automatically loads a new service
until all services (or the max number in the shorter versions)
are through. All test subjects go through both organisational
paradigms (maps or categories), but is randomly assigned to
start with the one or the other.

The six categories available are “Handla” (shopping),
“Hem/Vardag” (home/everyday), “Transport/Resor” (trans-
portation/travel), “Socialt” (social), “Traning & Hélsa” (sports
and health), and “Underhallning” (entertainment). The six spa-
tial locations available are that of the personal space, the home,
the neighborhood, the town, the region, and the world.

Screen 3: individual results and statistics screen

When completing the test, the test subject is presented with a
screen describing the subject’s personal results as well as over-
all statistics allowing the test subject to investigate its own per-
formance with that of the general public. The statistics include
data on how much time users test subjects spend on finding
the “right” answer in each organisational paradigm, how many
attempts test subjects sue to find the “right” answer, and how
many percent choose the “right” answer as their first option.
See illustration 6. We will elaborate on these statistics later in
the paper.



Application / Service Right choice in first attempt

Attempts before finding right

Time spent to find right

Categories Maps Categories Maps Categories Maps
Actic 100% 64% 1.0 1.7 4.9 15.2
AirBnB 100% 82% 1.0 1.5 9.2 6.2
Blocket 88% 40% 1.1 2.0 8.9 18.6
Facebook 90% 42% 1.1 1.9 5.6 12.6
Filmstaden 67% 71% 1.7 1.4 10.1 10.0
Gmail 69% 27% 1.4 3.1 12.8 16.7
ICA 93% 40% 1.1 2.8 5.2 19.6
Kalendar 64% 37% 1.7 3.2 15.4 36.0
KRY 85% 77% 1.2 14 10.1 14.7
Lundahoj 79% 92% 1.4 1.1 7.2 8.3
MatHem 75% 36% 1.3 24 7.9 26.9
Philips Hue 90% 80% 1.1 1.5 7.0 8.1
Samsung Pay 86% 33# 1.1 3.5 7.9 20.0
Skénetrafiken 100% 72% 1.0 1.5 4.3 8.1
Snapchat 86% 58% 1.1 2.5 11.8 12.9
Spotify 88% 43% 1.3 2.8 7.6 22.0
Tinder 100% 36% 1.0 2.9 6.7 27.1
TripAdvisor 100% 100% 1.0 1.0 5.5 11.6
Wordfeud 69% 15% 1.5 5.1 12.0 17.7
Uber 100% 31% 1.0 1.9 6.2 11.8
Average 87% 54% 1.2 2.3 8.0 16.0
Table 1: Results from the hi-fi prototype tool tests
4 Results Categories Maps
Facebook 2.33  Lundahoj 4.00
This section presents the results from the lo-fi and hi-fi proto- Snapchat 2.33  Gerdahallen 4.00
type tests with subjects presented in the sections above. Lundahoj 2.17 Regiontrafiken 2.81
Regiontrafiken 2.17 Mathem 2.81
Lo-Fi Test Results Tinder 2.17  Philips Hue 2.81
) Wordfeud 2.03 Kry 2.63
Table 2 presents the results from the dat.a processeing for the AirBnB 2.00  Spotify 2 44
results form the lo-ﬁ.pro'totype test:' services ranked by index Tripadvisor 200 ICA 44
scorc?s for each organisational pargdlgrq. The §erV1ce at the top Uber 200 AirBnB 2133
received the hlghest .score, meagmg th1§ serv1c§ had the mpst Gmail 188 SF 233
favourable comblnatlop of few different 1nde.xat1ons. and a high Kalender 172 Facebook 205
number of users choosing the most popular indexation. Blocket 1.65 Wordfeud 295
L Spotify 1.65 Uber 2.25
Hi-Fi Test Results ICA 1.60  Snapchat 2.17
Table 1 shows the clean results from the hi-fi tool test. On av- Kry 1.50  Gmail 2.17
erage, the test subjects chose the right category 87% of the time Mathem 1.50  Samsung Pay  2.17
when using conventional categories and 54% of the time when Gerdahallen 1,46 Tripadvisor 2.03
using maps. On average, the test subjects used 1.2 attempts to SF 1.46  Tinder 2.00
find the right category when using conventional categories and Philips Hue 1.35 Kalender 2.00
2.3 attempts when using maps. On average, the test subjects Samsung Pay 129 Blocket 1.83
spent 8 seconds finding the right category when using conven- Average 1.81  Average 2.49

tional categories and 16 seconds when using maps. Times for
the individual applications/services can be found in table 1.

5 Discussion

In this section, we will dissect and discuss our process, activi-
ties, results, and the concept in general.

The Initial Problem

In the workshop section of this article, it is mentioned that
much of the time was spent work shopping, brainstorming, and
developing the problem and our concept. There were more
than one reason for this. It was not very difficult to grasp the
fact that today we have many digital services and that it is very
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Table 2: Results from the lo-fi prototype tool tests

likely that the number will only increase. It was far more trou-
blesome to understand what specifically was the problem with
conventional categorising and following this: what we wanted
to achieve by redefining it?

One of the things that was brought up was how differently
you can organise things when using conventional one word
categories. Take Spotify playlists for example. It is possible
to categorise all your songs in Spotify using the decades they
were released, but you could just as well categorise them after
genres, moods, the occasion at which you first heard the song,
beats per minute, etc. Thus, one of the things we wanted to



achieve was to find a new way of organising services that was
more mutual for all users.

Another issue that was even more noticeable during the lo-
fi testing, but also discussed during our workshops, was the
issue of coming up with categories for niche services. Plac-
ing Candy crush, Wordfeud, and Angry birds in your “games”’
folder is rather straightforward, but where do you place your
calendar service or your GPS service? What this often leads
to is one big “general” folder where all of these “others” are
placed. This was something that we wanted to solve as well.

Furthermore, discoverability was something that was dis-
cussed during the workshops. Having services placed in nor-
mal categories does not open up for many possibilities of dis-
covering new services. Thus, another challenge that was pre-
sented for our new concept was exactly that: improving dis-
coverability. Is there a way of categorising services that can
allow users to discover new services in a smarter way?

Organisation Based on Location

During one of the very first workshops we had, a thesis was
presented by one of the people who initially predicted our prob-
lem. The thesis was this: People have a more mutual un-
derstanding towards pairing their services with locations, than
they do when pairing them with categories. This turned out to
be one of the primary research topics of our study; trying to
figure out if this was true or not.

During the workshops, we carried out exercises where we
all tried to think of locations and which services that we relate
to these locations. At the time we were not specifically looking
at digital smart phone application, but just any service that is
available to us in our surroundings. A frequent example in our
discussions at this points was buying a ticket for a train on the
train station. What we figured out from this was that yes, we
do have similar understandings of the services available to us
at certain locations as long as we are somewhat familiar with
the location. This was, however, pretty far from understanding
how this would work when it came down to organising digital
services.

We agreed that we needed to conduct tests on other users in
order to start investigating the thesis. During our workshops,
we often worked with abstract services that was not necessarily
applications or solutions that were accessible today. This was
something we felt had to change if we wanted to test it on users.
So in order to make it all more understandable, we started to
look at services such as mobile applications that exist today
and allows for a far better understanding among test subjects.
With that in mind we began our work with the lo-fi tool.

The Universality of Spatial Cognition

When we were to develop a new way of conceptualising cat-
egorisation, we stumbled upon the problem that as categori-
sation is a rather common activity, its underlying behavioural
patterns are so ingrained in our minds that it was a rather dif-
ficult task. However, the choice to go for a spatially based or-
ganisational principle, is based on the idea that as most humans
are able to wander about and that we share this ability with our
ancestors, spatial cognition seems to be a widely shared abil-
ity. If we are to find a paradigm for categorising items such
as applications that may prove superior to that of conventional
categorisation, it appears as a fruitful approach to begin in ar-
eas where general abilities are tremendously profound.
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Developing the Lo-Fi Prototype Tool

The main purpose of the lo-fi prototype was to obtain insights
in free service-category associations and service-map associa-
tions of users with little knowledge of the project. The main
research question for the test was: How strong are the mutual
association patterns for services and maps, and services and
conventional categories? Do they differ for different services?.
While the workshop sessions were shaped around organising
general everyday tasks such as doing laundry or renting a car,
the lo-fi tool included specific branded digital smart phone ap-
plications. Such specialisation decreases the level of abstract-
ness for the test subjects while increasing the resemblance to a
mapping system applied in real life where branded services for
task assistance is the reality. The range of services was delib-
erately widely chosen in order to maximise the output of user
associations during the tests. Allowing the test users to phrase
the categories of their conventional categories themselves al-
lowed for freer associations.

The main limitation of the lo-fi tool was the manual work-
load required for compiling the test results, which made the
lo-fi tool suitable for only a limited number of test subjects.
Another limitation of the data analysis from the lo-fi tool test
results was the imprecise registration of service placement on
the four maps. Rather than recording where on the map the ser-
vice was placed, the analysis was formed based on on which
map is was located. Such generalisations were made with the
motivation that the precise placement might not affect the dis-
coverabilty in a future system with well-designed affordance
while non-continuous registration of map placements during
the tests allows for a much more intuitive comparison between
conventional categories and maps.

Results From the Lo-Fi Tool

An immediate and interesting finding from the lo-fi test is that
the applications with high index scores differ depending on
whether based on the organisation through maps or through
conventional categories. A general rule of thumb is that the ap-
plications receiving a high index score in the spatial paradigm
are applications with an overt “belongingness” to a physical
place. These include (from the top of the list of table 2: Lunda-
hoj, Gerdahallen, Regiontrafiken, Mathem, and Philips Hue.
The applications receiving a high index score under the con-
ventional categories are application that have limited physical
presence and that represent more abstract phenomena. These
applications include (again, from the top of the list of table 2
Facebook, Snapchat, Lundahoj, Regiontrafiken, and Tinder.

Discovering this was the primary driver for developing a
new theory of the organisation and discoverability of services:
it may not be that one organisational paradigm is suitable for
all types of services. Different organisational principles may
prove to be better at govern one type of services, while other
principles may govern other types of services. Developing and
investigating this thesis further is, unfortunately, outside the
scope of this paper, bu we hope that the insights from this paper
may guide such research in the future.

Developing the Hi-Fi Tool

The hi-fi tool was developed to obtain further user data for an-
swering the research question. While the challenge was still
to figure out whether one of the organisational paradigms had
better applicability, this test would let the test users find the



services rather than place them. The correct answer would al-
ways be the most popular answer among previous users of the
tool, making the tool flexible. The tool was initially calibrated
based on the lo-fi test results. The categories of the test was
carefully crafted and selected based on the results from the lo-
fi tests, to best fit the majority of our data sets. To minimise
probabilistic advantage for maps or conventional categories,
both of the test parts included six alternatives, thus “residen-
tial area” as well as “the world” was introduced as maps. As
for the lo-fi, a discrete map paradigm was chosen in order to
compare the conventional category and spatial location results.
As a consequence, no data about where on the maps, but only
data about which of the maps was collected.

The hi-fi tool’s main advantage over the lo-fi tool would
include automatic data registration and processing allowing for
a much higher number of test subjects, and time registration.
The simple GUI of the hi-fi prototype test tool allowed for few
distractions and unintended impact on the choices of the test
subjects.

Alternative Hi-Fi Design Options

Our implementation of the spatial organisation paradigm
showcase six maps ranging from the user over the home, the
neighbourhood, the town, and the region, to the world. While
this map based implementation make easy-distinguishable spa-
tial locations, what they truly represent is a continuous “dis-
tance from self”. The map-based interface translates this con-
tinuous variable into discrete spatial locations easily compa-
rable to the discrete conventional word-based categories that
they will be compared to. Another way to implement the
“distance from self”, would be to make an input scale, where
the one end represents the self and the other end represents
the world. A scale-based implementation may suggest other
types of and more correct statistical inferences, however, when
needed for comparison with discrete conventional categories,
we deemed that discrete partitions of the continuous scale
would prove more fruitful. Tests investigating how a contin-
uous understanding of the spatial organisation may affect the
indexing of services is outside the scope of this paper, but a
highly interesting future research agenda.

Results From the Hi-Fi Tool

The results presented in figure 1 above show that generally,
users are both quicker, more accurate, and agree more when
finding the common organisation of digital smart phone ap-
plications when using conventional categories than when us-
ing spatial map-based locations. Like the results from the lo-fi
prototype tool tests, the services ranging high differs based on
what organisational paradgim was used. However, five out of
the nine services ranging above average on correctness on first
attempt in the map paradigm is also present above the average
threshold of the conventional category paradigm. It is also in-
teresting to see that while correctness on first attempt in the
conventional category paradigm varies just between 64% and
100%, for the map paradigm the interval is much bigger: 15%
to 100%. This somehow indicates that taken generally, it ap-
pears as if the conventional category paradigm is superior to
the map paradigm.
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Figure 7: This figure shows the learning effect of multiple tri-
als on maps and categories respectively.

The Apparent Superiority of Conventional Categorisation

From the data above, one could easily get the idea that categori-
sation based on maps is far inferior to classical conventional
categorisation. However, this may be due to the fact that the
users tested in the tests reported upon in this paper are more
commonly used to categorising applications (and other things,
such as digital files) via conventional one-word based associa-
tions. During our test of our hi-fi prototype, we recorded how
much time each test subject spent before reaching the generally
accepted category (whether map or category). An interesting
finding is that as users neared the end of the test, their ability
to deduce the most logical spatial location of an application
equals that of their ability to deduce its correct category. Fig-
ure 7 shows the average learning effect of the tested subjects.

The Prototype Design

The lo-fi prototype and later also the hi-fi prototype were de-
signed to answer the very specific question How strong are the
mutual association patterns for services and maps, and ser-
vices and conventional categories? Do they differ for different
services? where the key word is association rather than find-
ing. This question is very much relevant as the initial step of
exploring spatial service association patterns is crucial to de-
signing an interface for discoverability. However, it does not
cover some practical aspects of such interfaces. A very distinct
difference between the test tool and an interface for discover-
ing services is that you have to actually find the service within
the category in an interface, most often by skimming a list.
This does not make a considerable difference for twenty ser-
vices but it most surely does for two-hundred services. The
tests presented in this paper would therefore favourably be
complemented with tests in which the users would have to click
the actual service in an interface where the amount of services
is much larger than the twenty presented here. The major focus
of such test would be discoverability measured as time taken
for discovery. Such test results would, however, be very sensi-
tive for the specific design solution introducing a major set of
parameters making the result very troublesome to assess with-
out introducing several tests in which the effect of certain de-
sign elements could be determined.

6 Conclusion

Both the lo-fi and the hi-fi tests revealed that different organ-
isational paradigms was found to be favourable for different
services. The test results did however prove for higher average
accuracy using conventional categories. How heavy the influ-
ence of learned categorising patterns biased the score in con-



ventional categories favour would require further investiga-
tion. Further testing would also be required to obtain informa-
tion of how a continuous spatial variable would effect the test
results and how such tests or products would be designed and
constructed. Further tests would also require a much higher set
of services in order to assess how such adjustment would af-
fect the discoverability test results in tests which do not focus
on association but finding.
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This report aims to describe the process, within the
both project courses MAMNO10 and MAMNO15 2018, in
which Augmented Reality tech could come of use during
pilot training and education. Previous studies, starting
with the ”Super Cockpit” in 1986, have investigated the use
of Augmented Reality glasses for commercial and pri-vate
pilots, but using AR for cockpit orientation and pro-cedure
training is open to further investigation. Usability
restrictions such as shakiness, selection of objects, camera
position and the field of view are typical areas of improve-
ment in AR. Checklists are powerful tools, and are shaped
using logical steps based on experience, but working with so
called flows form the base for a more spatially intu-itive
and human centered approach. Pilot training em-phasize
the demand for a more extensive cockpit procedure
training to meet the demands of modern airline industry.
Technical and timely limitations which constrain the ez-
tensiveness of these project courses are lifted. Method: The
design process of the project follows sixz steps where the
problem is defined, information collected, solutions
developed, feedback and improvement applied and back to
a new definition of the problem. As a result a solution of a
basic digital "paper tiger” has been implemented in Unity
for Microsoft HoloLens, where a cockpit procedure, the
general scan flow, can be performed at a flexible phys-ical
location. The solution has been tested on 5 pilot stu-dents
and one instructor at Lund University School of Aviation.
The test was performed using qualitative inter-views as
well as System Usability Scale and NASA-Task Load Index
surveys. The results show a system wusability of above
average but not very good. Qualitative feedback is clear in
the appreciation and opportunity of future pos-sibilities
based on Augmented Reality such as flow guid-ance as well
as detailed practice of procedures, but more interactive
features are needed, such as illumination of panels. The
spatial pattern of the demonstrated flow was efficiently
remembered by the participants after the test. Finally
strengths, weaknesses with AR and future possible
developments of the result are discussed.
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1 Introduction

Today in 2019, augmented reality (AR) is a huge buz-
zword and compared to virtual reality (VR), AR tech
can already be found in most smartphones. Apart from
being available in most people’s pockets, AR headsets
much like VR headsets are starting to emerge from sev-
eral big tech companies. In this project the AR headset
Microsoft Hololens have been used to try and help the
pilot students at the Lund University School of Aviation
TFHS (Trafikflyghogskolan) in Ljungbyhed, Sweden.

In the early stages of the pilot student’s training at
the academy, they must learn how to operate an aircraft
from the cockpit using nothing but a simulator made out
of printed paper panels and the operations manual. This
is meant to be a period for the students when they learn
about procedures done in the cockpit before, during and
after a flight, the teamwork between pilots and also learn
different flow patterns for each phase of the flight. By
using these flow patterns the pilot students can then use
a checklist to cross check that nothing has been missed.
This is a more reliable way than using a checklist through-
out which is both slower and offers a bigger risk the pilot
might miss something.

According to the school there is a big learning gap be-
tween pilot students using the paper simulator and using
a full flight simulator. This project aims to help pilot stu-
dents learn particular flows in a digitally enhanced paper
simulator, which is called a ”paper tiger” at TFHS, us-
ing AR through the Microsoft HoloLens. The goal of the
project is to ultimately reduce the gap between the paper
tiger and the full flight simulator. Making the learning
experience more intuitively, more fun and finally to re-
duce the abstraction level for students just starting out.
Instead of sitting by a paper tiger, AR can offer the stu-
dent real-time feedback, and according to f.e. (Black &
Wiliam, 1998) feedback has been deemed to be very ef-
fective when it comes to students learning.

2 Related Work

Previous studies in AR environment

In 1986 Tom Furness described a virtual crew station con-
cept called the ”Super Cockpit” (Furness, 1986). It dis-
cussed how flight information could be portrayed virtually
and interactively. This resulted in new areas for research
in engineering and the discipline called Human Factors.
Previous research in AR tools for cockpits have often
focused on guidance of the actual flight phase by provid-
ing information from the Primary Flight Display (PFD)
regarding speed, altitude, attitude and heading (Gote-
man, 2006, Haiduk, 2017). Heads-Up-Displays (HUD)
are already used in many fighter planes such as the JAS39
Gripen, and in modern commercial aircrafts such as the
Boeing 737 Next Generation (Goteman, 2006). ”Smart
glasses” have also been developed for private pilots, for
example Recon Jet, Vuzix M3000, Google Glasses and
Movierio BT-200 to help guiding them in a visual traffic
pattern. Microsoft HoloLens is not the most portable of
the mentioned and it can be heavy to wear. Still it is
one with the widest field of view so far with 30 degrees,
even if that is also a limited field of view (Haiduk, 2017).
There is one experiment where the landing procedure was
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performed by 28 pilots in Virtual Reality (VR) and in a
research flight simulator at Graz airport. The conclusion
was that even though it worked out well using the VR
simulator, pilots were frustrated and the system did not
react as quickly as the regular simulator. It was therefore
preferable for the tested pilots to still use the conven-
tional simulator for actual flight training (Oberhauser,
2018). In august 2018, within the course MAMN40 at
Lund University, a detailed 3D model of the Full Flight
Cockpit Simulator was scanned in, and the group success-
fully implemented the Electrical Power up Flow with the
relevant buttons to interact with. The implementation
was guided by a text letting the user know the next but-
ton or item to adjust or verify, for example ”Next, Gear
Down” (ValR, 2016). The use of AR to help orientate
within a cockpit and in a learning phase seemed to be an
area with less research and implementation conducted.
In an article from 2009 (Iordache, 2009) a project
called ARISE (Augmented Reality for School Environ-
ment) is described to be an attempt of evaluation the
pedagogical value of AR in a school environment. This
is related to this project since it also aims to evaluate
if the use of a HoloLens could possibly help the flight
students to understand flows better. The article men-
tions a method which is called formative usability eval-
uation which is based on both a heuristic evaluation as
well as user testings. The goal is to compare and inte-
grate both quantitative and qualitative measurements in
order to increase the results credibility as well as enhance
the descriptive parts of the evaluation in order to make
it easier for designers to use it to improve the product.
The conclusions from this article was that many of the
problems which existed with AR in 2009 have also been
experienced in this project, even though different systems
have been tested, f.e. shakiness, the users start position,
blurriness and the lack of intuitive interactive features.

3 Theory and Background

Semi-structured interview

Instead of an interview consisting of a pre-determined set
of questions, the test leader conducts the interview on a
basis certain focus points. This is perfect for tests where
the test scenario is combined with an observation because
the scene is ever evolving. The test leader is asking ques-
tions as certain events happen instead of following a strict
question protocol. Using semi-structured interview allows
the user to tell the test leader how they are interacting
with a system when they are doing it instead of trying to
remembering how they did it (Arvola, 2014).

Think-aloud

As a test subject is given a set of tasks to do in order
to test the system, a common practice is to allow the
test subjects to tell a silent test leader everything. The
test subject can f.e. tell the test leader what they are
feeling, what they are doing and why they are doing a
certain thing while performing the given tasks. This can
be recorded and later transcribed or just written down
directly. Based on the recorded protocol one can learn
how the test subject reason when they are performing a
specific task. However this can sometimes be hard to do



since some tasks require the test person to focus on that
thing, f.e. a phone call. A workaround is to allow more
than one test subject to perform a task, then they can
reason with each other and explain to each other what
they are thinking (Arvola, 2014).

The Design of a Checklist

Checklists are powerful tools. They can increase preci-
sion of a specified behaviour and reduce errors. An ex-
ample of a checklist used in the cockpit can be seen in
figure 1. Still, some things on the checklist are dependent
on systems and people outside the cockpit. For example
cabin crew, refueling- and maintenance personnel, gate
and check-in personnel. Certain items therefore cannot
be performed until a specific phase of the flight, for ex-
ample first when the cargo- or cabin door has been closed
at the gate. This operational logic is good to be mindful
about when designing a checklist and when its chrono-
logical and logical parts are to be organized. The article
"What’s in a checklist. Human Factors of Aviation (De-
gani, 1991), lists important advice for future work within
Human Factors, design and learning in a cockpit envi-
ronment. One important advice is to ’Sequence the most
important first’.

Figure 1: Checklist on yoke

While pilots work with a checklist the risk for dis-
traction increases the longer the list is. They may loose
concentration and direct their focus towards something
else which needs their attention. One effect of this is
to keep the actual checklists as short as possible. Instead
aircraft manufacturers such as Boeing have set up a work-
ing method based on so called flows (Jal, 2013). During
a flow you prepare the cockpit for different configurations
such as start up, takeoff, descend and landing.

Previous research highlight the development and a
need for a more human-centred interaction design in pilot
training (Degani, 1991, Norman, 2013, Bitenieks, 2018).
One example is during a type rating course, a course in
the end of the pilots training when he or she learns how to
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fly a large complex commercial aircraft. Before the course
starts it is good to have as much experience as possible.
Due to substantial economical costs for training, approx-
imately 16000 - 34 000 EUR for a type rating (Mjatveit,
2018) and therefore high time pressure in the learning
phase, the fresh student can be overloaded with informa-
tion during a type rating course. An interactive learning
environment may serve as a threshold and a more intu-
itive approach and frame to the content, than starting
with reading pure text and exhaustive lists in the initial
learning phase of a type rating. The discussion about
cockpit work based on flows will be taken up again later
in the report.

Cockpit Resource Management

Most commercial passenger aircraft are flown with two
pilots. The pilots share the workload in the cockpit to
cope with all the tasks, information, communication and
to provide redundancy and minimize the risk of errors.
This is done by defining areas of responsibilities for the
Pilot Flying (PF) respectively Pilot Not Flying (PNF).

Cockpit/Crew Resource Management (CRM) is a
multi crew working method where social processes, co-
ordination and combined performance shapes the basic
principle to manage an aircraft in a ”multi-crew- sys-
tem”. This method was given increased support when
it became clear that ”Human Error” was a big reason for
many accidents, as aircraft technology and systems be-
came better and more reliable over time and no longer
the responsible cause in many accidents (Degani, 1991).
One example, that can be seen in figure 2, is the ”point
and look” -method.

A cockpit is full of information and it is of great impor-
tance that it is well designed to be able to orientate and
acquire relevant and necessary information as a base for
good decision making for the pilots. One way to enhance
the cockpit-work and to stay organized is the cooperation
between the two pilots in the cockpit. The basic process
could begin by the Pilot Flying (PF) requesting the Pilot
Not Flying (PNF) to execute a specific task. For exam-
ple: Air Traffic Control (ATC) gives an instruction to the
pilots of the Scandinavian flight 1501 to climb to 4000 feet
over the radio by the following phraseology

ATC: ”"Scandinavian 1501, set altitude 4000 feet”.
Thereby the PNF who is responsible for the radio replies

PNF: ” Altitude 4000 feet, Scandinavian 1501”. PF
who also hears the radio communication then requests
the PNF to put 4000 feet in the speed window of the
Mode Control Panel by saying

PF: 7 Set altitude 4000 feet”.

PNF now sets 4000 in the speed window and notifies
the PF when this is done by saying

PNF:” Altitude 4000 feet set”. At the same time PNF
holds the finger under the ”speed window” and does not
remove it until PF has visually cross checked and looks at
the speed window and the PNF finger and verifies with
the word.

PF: ”Check”. By verbal as well as spatial verification
and confirmation the cognition is constantly lifted and
shared in the cockpit system. Thereby the risk of human
error is minimized.

To present the ”cognitive scientific” aspect the arti-
cle "How a Cockpit Remembers its Speeds” by Hutchins



(1995) introduces the term ”thinking system” where
the interaction between human-machine and verification
human-human can be perceived as one thinking system.

Figure 2: Point and look

Designing for Error

One common way to design for errors is by adding con-
straints, signifiers and affordances and the clever use of
shape and size to block errors. For example: when re-
filling different fluids in a car, gasoline, oil, cooling fluid,
separation is made through having different shape, size
and location for the different fluids. Hence the risk for
selecting the wrong input is minimized (Norman, 2013).

Figure 3: Left: Flap lever, Right: Gear lever

In the Aircraft: An early example of HCD and intu-
itive understanding in the cockpit was the design of the
gear lever as a wheel and the flap as a wing. It was im-
plemented after many accidents had occurred when pilots
accidentally had retracted the landing gear instead of the
flaps after landing. These different levers can be seen in
figure 3. It can sound as a ridiculous mistake, but when
sitting in the cockpit of a real aircraft in a moving and
dynamic outside environment there is a lot of information
where you need to be proactive in every step. This means
that your mind is already quite occupied by substantial
cognitive workload. Especially in the phases of takeoff
and landing. Seen from this context almost every mistake
can be made. Sometimes an extending safety procedure
is applied by verbally confirming ”flaps up” and holding
the hand on the flaps, whereby the instructor or copilot
verifies by looking and confirming.
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Motor Flows, Look, Touch

Intuitive logic can be seen in the way how the instru-
ments and displays in a cockpit are organized in panels
and placed in the cockpit according a specific ” geograph-
ical” arrangement. This arrangement is designed with
regard to how frequently the instruments and panels are
being scanned and monitored and in proportion to their
critical value for the flight. To enhance a logical flow
during the configuration of the aircraft it is necessary to
perform the actions in a specific sequence of motor-eye
coordination. These co-ordinations are called flows.

Further enhancement of procedures are obtained by
the patterns shaped by the sequences of the flows. Flows
follow a logical order and the items which are to be set up
are organized in chunks within every panel. For example
the flight control panel. The part-panels on the overhead
section build up the ”overhead panel” and are scanned in
"rows” from top to bottom. Using a top-bottom order for
checking the panels and items provides a structure and
thereby reduces the work to learn the items, at the same
time as it provides bio-mechanical enhancements as they
are less exhaustive to move your arm from top to bottom
than in the other direction. The same spatial technique
can be used when verifying items of a checklist. Sensory
organs and movements have the potential to produce an
optimal experience, and confronting tasks which one has
a chance to complete are key factors for obtaining enjoy-
ment and satisfaction (Hoang, 2016).

Flows are challenging and a bit mechanic to learn in
the beginning. However they can be quite rewarding once
learned. A comparison can be made to learning a dance.
First you struggle with getting all the steps right, and you
easily forget what comes next. But after a while you get
into a flow and one move seem to lead into another. The
same is applied for a flow. When the pattern is recognized
one intuitively connects one item to the next. At the same
time you start experiencing a nice and positive feeling of
flow.

Testing Usability

There are several ways of testing the usability of a prod-
uct of system. Two surveys that can be used to test the
usability in a quick and easy way is the System Usability
Scale (SUS) and the NASA Task Load Index (NASA-
TLX). The SUS-survey is based on ten specific questions
where you choose on five options on a scale between
strongly agree to strongly disagree. All the responses
from the survey is converted to numbers and then a total
number from all responses is generated. If the total score
is above 68 the system is above average and the higher
the better. Above 80.3 is very good. Highest possible is
100. (Bangor, 2009) The NASA-TLX-survey consist of
six questions with the subjects Mental Demand, Physi-
cal Demand, Temporal Demand, Performance, Effort and
Frustration where you answer on almost all from very low
to very high. Just like the SUS-survey the responses are
converted to number but here a total score for each ques-
tion area is generated. (NASA, 1986)



4 Pilot Training

Conventional Pilot Training

Today, just as in the early days of flying, much emphasis
is put on the pilot students practical flight training and
navigation. To obtain a commercial pilot’s licence (CPL),
which is still by far the most common training given at
flight schools, pilot students need a minimum of 150-200
flying hours in total (Easa, 2016). However, practice in
the simulator of a multi-crew aircraft is significantly less.
It consists of approximately 20 hours during the Multi
Crew Cooperation course (MCC) during the final stage of
the training. This is aided by approximately 30-40 hours
procedure preparation in a paper tiger. A paper tiger is a
model made of pictures representing a cockpit and all its
buttons. The name ”paper tiger” derives from the cold
war and was used to describe the power and threats of
something that appears to be strong and fierce, but in the
reality turns out to be all show and nothing to be feared
(Lary, 2015). A picture from the paper tiger at TFHS
can be seen in figure 4.

Figure 4: A Paper Tiger at TFHS

Multi-Pilot Licence Concept

To become competitive and attractive candidates on an
international pilot market, CPL students often need ex-
tended training, for example by a costly additional Jet
Orientation Course (JOC). This extended training em-
phasizes the need for more cockpit procedure training in
conventional pilot training.

At TFHS the students learn based on an education
plan called Multi Pilot Licence (MPL) instead of the
conventional CPL education plan. During MPL train-
ing the effort is put into the multi pilot training from a
very early phase (approximately 150 hours of simulator
practice) and less practice is done in a single pilot aircraft
(approximately 70 hours). TFHS uses the airplane Cirrus
SR20 for the single pilot training. A pilot with a MPL
is not allowed to fly commercially in a single pilot air-
craft. The main difference from the conventional training
(CPL) is a more market targeted approach within MPL.
The aim is to prepare the students in an early stage of
the learning phase towards working in a multi-pilot crew

in the airline industry, and receive practice of this in a
similar context. Still there is a big step in the learning
process from practice in a paper tiger to flying a Boeing
737 full flight simulator.

5 Purpose

The purpose of this project was to investigate the possi-
bility to improve the learning process for pilot students
at TFHS with AR.

6 Limitations

In this section the limitations which were set for this
project given the framework of the course, the techni-
cal limitations of the HoloLens, the minimal experience
of Unity in the group and the needs from TFHS will be
described.

The project has several limitations due to the frame-
work of this course and due to the wishes and suggestions
from the people at TFHS. There is a specific part of the
education which the pilot students receive, where they
are supposed to learn different flows through the cock-
pit. This project focuses on that specific part of the ed-
ucation in order to bridge the gap between training in a
paper tiger and a full flight simulator. The HoloLens of-
fers several technical limitations on it’s own. Because of
the narrow field of view the user can’t use its peripheral
vision, which in turn must be considered when develop-
ing an educational model with it, other guidance’s must
be added to help the user. Another technical limitation
of the HoloLens is the few number of had gestures avail-
able to the user. The pinch movement which is used for
clicking might not come natural to a pilot student when
clicking on buttons in a cockpit.

Also we have been limited in such a way that no one in
the project group had previously worked in Unity. Unity
is a cross-platform game engine used for developing appli-
cations to HoloLens. Therefore time had to be allocated
to actually learn the program instead of using that time
to work on the actual project.

7 Method

In this section both the general process of the project and
the design process are described.

Design process

In this projects design process the following steps have
been followed following the iterative design process shown
in figure 5:

e Define the problem

e Collect Information

Brainstorm & Analyze

Develop Solutions / Build a model

Feedback & Testing



Figure 5: Design Process (Chicago Architecture C, 2018)

Define the problem

To define the problem, discussions were held both before
and after the visit at TFHS. Before the visit the discus-
sion was based mainly on the project description, The
Augmented Checklist and what the actual problem was.
The project is run in cooperation with TFHS who is also
a potential client of the developed product. In order to
more accurately define the problem and understand their
interest in the project and how AR could be used at their
school, the group visited TFHS. For example: One thing
which were discussed on the first meeting at TFHS was
the logic behind a checklist and why it is there.

After the visit more discussions were held in order to
define the direction and goal of the project. The conclu-
sion was that the goal should be:

e Improve the learning process for pilot students

e Focusing on flows rather than checklists and bridge
the gap between the paper tiger and the full flight
simulator

Collect Information

To aid our theoretical knowledge more than browsing
through earlier studies and projects within this field of
study, the main focus of the visit at TFHS was to collect
information. One member in the group also had previous
flying experience (CPL), and simulator experience from
the Boeing 737, relevant for theory and primary testings.

Some practical information gathering was done by fol-
lowing a tutorial on how to implement an AR-program
in Unity. The program implemented was called Origami
and found through Microsoft’s tutorial site for Hololens
development (Microsoft, 2018). This contributed with in-
formation on how to develop in an AR environment for
the HoloLens and gave the group an idea of how difficult
different parts of the development could be. From the in-
formation given at TFHS it was clear that the paper tiger
could be the main focus in the project. Because that was
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the part of the learning process with the highest level of
abstraction, since the students did not have access to a
real simulator at this stage in their education.

Brainstorm € Analyze

When all group members felt fully informed and synchro-
nized the brainstorming started. Up until this point dis-
cussions regarding a solution and ideas to solve the prob-
lem were held to a very low quantity. This was done to
prevent the group members from affecting each other.

The type of solution was discussed through a brain-
storming session where a mind map was created. What
part of the learning process could be improved and in
what way? First everyone got to think quietly individ-
ually and then all possible solutions that came to mind
were written down on a second mind map. Strengths and
weaknesses were discussed and each idea was analyzed
before anyone voiced their opinion about the best solu-
tion. Almost all ideas were sorted to either a solution
mapped towards the physical paper tiger, or a solution
separated from the physical paper tiger. One discussed
idea related to the checklist which could be implemented
with AR technology was to put out things in the cockpit
for example an empty coffee cup on the throttles, to act
as a reminder that there still was a point at the checklist
which the pilots need to come back to. Another topic dis-
cussed was to help pilots get back into a flow by guidance
of the HoloLens.

To select solution, everyone first selected the solu-
tion they personally believed in most. This resulted in
five different solution options. These were then further
discussed. Since the technical competence of Unity was
limited in the group a discussion regarding the possible
technical depth for the project was held, which gave very
valuable input to the different ideas. Finally a conclusion
was made. It was decided to start developing a solution
separated from the real paper tiger demonstrating flows in
the cockpit digitally. It was a good start and was also the
underlying foundation to some of the other ideas.

This idea was decided because testing and visualiza-
tion of the other ideas could be based on the digital paper
tiger, which could be further modified to the other ideas
as well.

To visualize the flow in the cockpit another brain-
storming session was held. Different design ideas were
suggested with Norman’s seven design principles in mind:
Visibility, Feedback, Constraints, Mapping, Consistency
& Affordance (Norman, 2013). Apart from the seven de-
sign principles, the risk of disturbing the pilot rather than
helping was considered. Since a pilot needs to put a lot of
focus into the practice and what happens in the surround-
ing environment, there is a big risk of putting too much
information or events being triggered in the AR environ-
ment. This might disturb the practiced way of working
in the cockpit. The different designs were sketched on a
paper with gray and colored pencils. The final result was
a design were a specific area’s outlines was marked with
a green line and the start of the area was marked with a
simple arrow.



Design iterations

Our goal is to bridge the gap between the paper tiger
and an actual realistic cockpit. The gap consists mainly
regarding the interface on which the students practice.
During our first study visit, the instructors explained that
when a student is done with his or hers 40 hours in the
paper tiger. The goal of the paper tiger is to familiar-
ize the student with the cockpit instruments, to create
a smoother learning curve for the transition into the real
cockpit simulator. While it achieves that goal of familiar-
ization, the students still experience a period where they
have to adjust to the new cockpit. We attempt to reduce
that time by creating a visual representation of the flow,
to enhance the mapping from the paper tiger to the sim-
ulator cockpit. This way, when the student sits down in
the new cockpit, he or she will be able to visualize the
flow procedure more easily.

For the second part of the course one of our main
focus areas was to improve functionality and usability of
the virtual cockpit.

One major iteration included all the remaining bor-
ders for the panels that are part of the flow, which con-
sists of 15 steps. This also includes the corresponding
arrows that point to the starting point of a flow panel
and the button for each step. After some internal test-
ing we decided to include an extra arrow that pointed to
a specific step of the whole flow procedure. The main
reason for that addition was due to the position of the
panel in relation to the panel in the previous step. The
sequence shifts from being in the upper part of the cock-
pit, to a lower part that is not immediately visible after
the button press. This additional arrow is different from
the other arrows as it is the only that shows the direction
of the next step.

We implemented a ”Demo” function that demon-
strated the flow sequence. When the ”Play Demo” button
is pressed, the flow is visualized by sequentially showing
a border around each step in the flow sequence together
with an arrow corresponding to that step. This function
is accessible by interacting with a floating button, in near
vicinity of the floating cockpit. We chose a location that
is not in the line of sight while interacting with the virtual
cockpit.

We also implemented a ”Reset” function, that allows
the user to reset the state of the application to the initial
state. This was developed in case the user got stuck dur-
ing some part of the flow procedure, either due to being
unable to finish the current step or due to an unforeseen
technical malfunction. It was also developed with testing
purposes in mind, as it allowed us to easily restart the
application from within, instead of having to exit it and
executing it again.

During our testing process we often used the Microsoft
Mixed Reality headset, as it was a much faster procedure
for testing the software. Testing in the HoloLens requires
building the project in Unity, then uploading it to the
hardware, then navigating to the app and waiting for it
to load. The whole process took around 5 minutes. Using
the Mixed Reality headset the process overhead is greatly
reduced, enabled by the testing functionality of the Unity
software. However, this testing method is only suitable
for testing out small iterations, such as script changes.
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Anything involving placement and changes in the ren-
dered models required testing in the HoloLens. This was
mainly due to hardware capabilities and differences be-
tween the two platforms. During one iteration we added
a glow onto the markings which highlighted the current
panel the user was at. This was done to increase visi-
bility and clarity of the marking. When we tested the
implementation in the Mixed Reality headset, it worked
as intended. However, when we tested the same build
in the HoloLens we experienced heavy frame rate issues,
which rendered the program unusable.

All of the logic is contained in one C++ script. That
includes the start-up initialization and the functionality
of all the buttons. The start-up initialization consists of
hiding all the borders and arrows that are visible by de-
fault, as well as all the corresponding buttons, leaving
only the "Play Demo”, ”Start Flow” and ”Reset” but-
tons visible. The coding was usually done applying pair
programming, with all present members having the pos-
sibility to test.

Develop Solution / Build a model

The analyzing and brainstorming resulted in a clear idea
of what to develop in the first iteration in the design
process. To make it even clearer a Mid-Fi model was
built. This was used to verify that our idea looked like
the intended model when it was digital.

A Mid-Fi prototype was created from the simple sketch
to visualize the planed marking of the flight panel. The
online interactive prototype (see link in references ” Adobe
link to online prototype”, 2019) is shown here below in
Figure 6-8 as pictures from the different steps.

Figure 6: Flow in top panel marks. Step 1-4

Figure 7: Middle and bottom flow. Step 5-6

Developing the solution in unity was mainly done with
pair programming. First a 2D picture (PM flight, 2014) of
the paper tiger was put in the 3D space creating a virtual
paper tiger. The mapping between the different parts
of the paper tiger were adjusted several times by trying
the model in the HoloLens and then changing it until
it was in a place corresponding to the real paper tiger.



Figure 8: Prototype step 2. Before and after checking
box

This made up the base of the solution. Then a check-box
was added to the model and was made clickable. This
makes the solution interactable. As mentioned above the
development of the solution continued and is therefore
not yet complete. A further description follows in the
result section.

Test at TFHS

When finished with a working prototype the application
was tested at TFHS. It was tested on six student that
were used to flows and the paper tiger and one instructor.
All test persons were male, all student went to the same
class and no one had tried a HoloLens before. The test
was divided into four significant parts:

e Introduction to test and HoloLens

Testing the application

— Looking at the Demo
— Interacting with the flow
— Quick debriefing

Answering surveys

— SUS
- TLX

e Deep and subjective interview

All testers went through the same procedure and
got the same information, assignments and questions
at each part of the test. All members of the project
group participated in different part of the test as test
operators. On several occasions during the test it was
clearly stated that it was the application that was tested
and not them.

Introduction to test and HoloLens:
First the students were introduced to the test and how
the whole procedure was planned to work. Then each
student got an ID to use throughout the test to make
it anonymous and with that a short survey regarding
background information was done. Then the student
got an introduction on how to use the HoloLens. The
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different hand gestures and features were explained and
tried out. A different program than the application that
were tested was used for this purpose. This was done
especially to take a way the so called “wow-factor” with
the AR-technology and the HoloLens. The program used
for introduction was better suited to familiarize with the
functions of the HoloLens than our application. After
the introduction the student was led in to the test room
where test operators took over to minimize the effect of
how the first interaction with the HoloLens went, on the
actual test.

Testing the application
Before the actual test was performed the tester got to sit
down by the real paper tiger to explain and show what
he or she knew from before. This was done to have a
reference on their level of knowledge and to have a point
of comparison for after the test. Then the test person
got seated in a chair a couple of meters away from the
physical paper tiger, facing an empty wall. Here they
opened up the application and got somewhat used to the
interface. The test operators made sure that they noticed
all different panels and buttons before continuing with
the test by instructing the test participants to look up
to see the overhead panel, look left to see the thrust and
communication panels and look right to see the oxygen
mask and asking for a vocal confirmation.

In the first step of the test the Demo was played.
The test person stood up and walked a couple of meters
behind the chair to get all panels in his field of view at
the same time. Then the test person played the Demo
and observed. When the Demo was done the test person
got seated again and started to do the flow. When pilot
students normally practice towards the physical paper
tiger they pretend they are interacting with buttons and
metrics according to a list they have in their hand. This
was done in the application as well. The test person
pretended to adjust all buttons within the outlined green
marked area. When the test person was done in one
area the “next-button” was clicked and then the area
where the next coming buttons on the list to adjust was
showed. When the whole flow was finished a cheering
sound was played to give the test person a feeling of
doing well and to make it clear that they were done with
the task. After the testing procedure in the HoloLens
the test person was brought back to the real paper tiger.
Here the test person got to show the flow just practiced
in the HoloLens and some spontaneous first thoughts
were talked about and noted by the test operators

Answering surveys
Right after the test two surveys were filled out (see
Appendix for the whole questionnaire). Both with
focus on the usability of the application. The first
one was SUS and the second were NASA-TLX (the
surveys can be seen in Appendix). These surveys
were done before the the deeper questionnaire to get
a result based on first instinct rather than a deep analyze.

Deep and subjective interview
The last part of the test was a deeper questionnaire with
open questions with focus on the general experience with
the application and what they personally thought about



the experience. One test operator held the interview by
asking the questions (see Appendix) and sometimes en-
couraged them to expand their answer. The other test
operator wrote down all answers.

8 Result

When the simulator is started the user has a 3D replica
of the paper tiger to his or her left, as the user starts
from the right seat point of view in the training. It is
assumed that the user is in a seated position. There is
also ambience sound of an ambient airplane sound playing
on a loop. As a tracking point, a standard “Gaze” pointer
is used and this resembles the cursor on a PC. Instead of
following hand movements, it will follow head movements.
The simulator needs this so that it knows where the user
wants to perform an action, e.g. mark one of the flows
as done. Underneath the top-panel there is a button that
will be used as a green “Done”-button. When the user
clicks on this, the next step in the flow will show.

Result from first debriefing

The test involved 6 participants - 5 students and one in-
structor. All of the students were on their third semester.
Everyone was familiar with the paper tiger and the flow
procedure and was practicing in a real cockpit simula-
tor. Everyone completed the flow successfully, with 13
to 15 items correct of 15 possible items, and an average
completion time of 6 minutes, ranging between 2 min-
utes 58 seconds to 8 minutes 20 seconds. Issues related
to shakiness and image resolution were brought up dur-
ing the testing. After a student completed the demo we
conducted a quick debriefing session, asking for their ini-
tial thoughts and first impressions. The most common
comments were wishes for more interactivity, for exam-
ple being able to change the state of switches and see light
indicators change on the panel.

Other common comments were regarding minor in-
consistencies of the panel images we used in our appli-
cation compared to the ones used at TFHS. Many found
the inconsistencies to be distracting or confusing, since
they potentially represented undesired states of the pan-
els. One participant mentioned the request for some form
of receipt, indicating if the correct input had been made,
and explanatory information near the panels. One par-
ticipant also reported mental strain and indications of
nausea after working with the flow in the HoloLens.

Main Interview

Similar feedback and answers were given by the subject
during the main interview as in section Result from first
debriefing. The subject thought that both the concept
and idea was interesting and would be very desirable to
close the gap between simulator and paper tiger. They
also believed that the use of an fully developed applica-
tion in the HoloLens would enhance the learning process
and make it more enjoyable. However the prototype was
not developed enough for it to be desirable as is, this
opinion was reoccurring among the test subjects. The
main concerns that the subjects had were the lack inter-
actability, flows, image resolution and shakiness.
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Result from SUS

The SUS-survey were done by all six test subjects. The
final score differed between 60 to 85 and gave a total
average score on 75,42. This result is above average but
not very good.

Result from NASA-TLX

The first question in the NASA TLX-survey revealed that
the application was, on average, not very mentally de-
manding, i.e. the task was not too complex and quite
easy. The test subjects were also in agreement that the
application was not very physically or temporally de-
manding, i.e. the test subjects did not feel much time
pressure and the task was not to laborious. Almost all of
the test subjects were satisfied with their performance in
accomplishing the task in the application. The effort to
accomplish this level of performance which the test sub-
jects reported were not that high on average and almost
none of the test subjects felt much frustration while per-
forming the task. In figure 9 the result from the NASA-
TLX survey can be seen.

Average score for each category

8

Average

Mental Performance Effort Frustration

Demand

Fhysical
Demand

Temporal
Demand

Figure 9: Results from NASA-TLX survey

Deep interview conclusion

Overall the testers found the technology to be very fun
and interesting. The subjects saw a lot of potential in
further development, however there were mixed thoughts
about the current implementation and the use of it in
the current curriculum. Another issue that several of the
subjects pointed out was the shakiness in combination
with a low resolution on the poster that was used. Some
had difficulties reading what the panels said and what
switch they were ”flipping”. Something that all of the
subjects desired was more interaction, such as being able
to flick a switch and a lamp for the switch glowing, or
not glowing. A common denominator was that for the
prototype to be a good substitute to the classical paper
tiger was that further development was needed, especially
with more flows and more interactive flows.

Results from design iterations

The main goal of this application was to reduce the gap,
which students are experiencing, between the paper tiger
and full flight simulator. The coding was done in C++



and all the logic was contained within one script, the vi-
sual implementations were done in Unity. All the coding
were done mostly using pair programming. The appli-
cation only contains one flow at this moment, the gen-
eral scan flow, which allows the student to test the ap-
plication in the whole cockpit. The students will start
the application and be guided through the flow by green
markings on specific areas in the cockpit, the markings
will change place when the student presses one button as
can be seen in the top image in Figure 10. The general
scan flow consists of 15 steps in this application, there-
fore borders which matched the specific panels had to be
made as well as corresponding arrows to tell the student
where to start. At one stage in the flow there is a big
gap between two panels and because the HoloLens has a
narrow field of view the students would have a hard time
figuring out where to continuing working. Therefore the
big arrow pointing towards the goal was added, it can be
seen in the bottom image in Figure 10. In order to help
the student more a demo was added which demonstrated
how the marking would move through the cockpit and
navigating arrows were also shown here. In addition to
providing the students with a demo button a restart but-
ton was also implemented in order to make it easier for
the students to try a flow again fast if they should fail, it
also made it easier to perform tests without having the
test subject restarting the application every time.

Some technical issues arose during the development
such as getting the sequence script of the demo working
and hiding the buttons not relevant for each phase of
the flow, as well as shakiness of the paper tiger. These
difficulties were worked with until they were eventually
solved.

Figure 10: Flows with pointing arrows
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9 Discussion

The goal of this project is to a provide a tool that en-
hances the learning experience of using the paper tiger at
the early stages of pilot training program.

One of our main goals was to develop a proof-of-
concept model. Developing for AR was a new area for
all members of the team- and we opted in for importing
high resolution images of the cockpit panels and rendering
them in front of the user once the application is started.
See the Result chapter for further information. Another
ailm was to bridge the gap between the training in the
paper tiger and the training in a cockpit simulator.

Benefits in Augmented Reality

One major benefit with AR is the mobility of the device.
Currently in pilot training, a pilot student has to study a
specific flow in an operations manual before going to the
physical paper tiger and test his or her knowledge. Such
a physical paper tiger is limited to be used at a fixed loca-
tion for example in the practice room at TFHS which can
be seen in Figure 4. As described earlier in this report the
final result of the developed application is a wireless and
portable 3D model which can be used to sit and practice
the locations of panels, buttons and layout of the cock-
pit with the augmented paper tiger in a similar way as
with a physical paper tiger. As the application used in
HoloLens can be placed anywhere in a room, the pilot stu-
dents could hypothetically also borrow the HoloLens and
practice at home, for example the day before a training
session in the real simulator. The extended mobility and
hence more available time to practice is one way of usage
which can contribute and help bridging the gap between
the paper tiger and the simulator.

Another advantage in the HoloLens is the fact that
you can see yourself and especially your hand in the ap-
plication in AR. This also enables you to see and com-
municate with a copilot as well as seeing and working
with a physical operations manual or checklist in your
own or your copilot’s hand. The biggest contribution
with the developed application of an augmented paper
tiger is to offer choices of different scenarios. While using
the application you can see a demo of the flow, or inter-
actively receive flow guidance, with the purpose to learn
the flow pattern in the cockpit. In our case we began with
a general scan flow to demonstrate the spatial structure
of a scan flow, which you interactively can click your way
through. Our solution allows for a potential merge be-
tween the source of knowledge - the manual, the practice
interface and the paper tiger. This starting point forms a
very good structure for future developments toward even
more interactive possibilities for learning which are fur-
ther discussed in the section Future Work.

Still unsustainable for multi crew practice

The digital nature of the application allows for extensions
to further enhancing and augmenting the learning experi-
ence. While the present advantages in the HoloLens can
be summed up as seeing your surrounding and receiving
guidance while using the application at a flexible location,
which is also the whole purpose with Augmented Reality,



some major important features of the application in AR
still remain unsolved.

One discussion that kept popping up throughout this
project was how suitable this application actually is for
the HoloLens. Firstly, in the HoloLens the field of view is
still quite small and the user has to turn his or her head
in some unnatural ways. In Virtual Reality it would be
possible to see the cockpit model in a more natural way.

Secondly, which part of reality is actually augmented?
Especially for the interactive practise between pilot and
copilot. Synchronization can be made possible using two
HoloLenses so both the pilot and copilot can view the
same digital "Paper tiger”. However, a point to take
into consideration is the price of the Microsoft HoloLens.
As of this time of writing it is priced at USD 3000 for
the development edition which has been used during this
project. For an educational institution this should be
a reasonable price if they find great value in the appli-
cation, but getting two of them may be more than the
economic budget for this purpose allows. Without access
to an extra HoloLens there is no paper tiger visible for
anyone else than the user. It thus seems like the person
is just pretending setting buttons and values in the pan-
els, which makes it rather hard for an interactive training
session. One of our original ideas, which could solve this
problem, was to use the capabilities of the Unity Engine
to detect when a user is looking at the actual paper tiger
and augment it directly with a digital layer. This would
allow for a better experience by mapping the flow guid-
ance to the real paper tiger and providing guiding arrows
and other symbols to help the user navigate across the
paper tiger panels. With this capability, two pilot stu-
dents would be able to practice together with the only
difference that one of them would have extra guidance
and help. The lack if this possibility is still an important
deficiency with the application in AR. Even though it was
one of our original ideas, this solution was never devel-
oped partly due to the limited access to the paper tiger,
which was located at TFHS in Ljungbyhed. To sum up:
With the adjustment of the application so it would map
perfectly to the real paper tiger it could be a great AR
application for pilot students enabling the possibility to
augment their individual and multi pilot practice in the
physical paper tiger, but up until today that solution as
is not yet sustainable.

Test of the application - First Debriefing

The group of students that were available for the testing
at TFHS was homogeneous. One major point that had
impact on the results was the degree of completed ed-
ucation and current experience with the physical paper
tiger to provide greater insight about the usefulness and
relevance. It would be interesting to have a more diverse
group that consists of students at different stages of their
education.

We received a chance to conduct quick informal tests
on three first semester students that were on a break from
their usual lectures. At their stage of the education they
had not yet had any experience with the physical paper
tiger. From the quick debriefing that was conducted the
feedback was positive. The students were able to cor-
rectly replicate the flow pattern that they experienced in
the HoloLens on the physical paper tiger. In one case a
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student completed only the first 4 steps of the pattern,
and the next student that continued from that point was
also able to correctly show the steps he completed. Since
these tests were unplanned for and conducted in a hastily
manner, the results are unfit to be used for any kind of
analysis. However, they did show that a more thorough
study involving groups of students at different stages of
the education should be of great interest for future work.
Our goal was to enhance the learning of the general
scan flow on a high level. Providing interactivity with
different switches and buttons would shift the focus away
from a high level learning model to a lower one. A low
level interactivity practice could potentially be offered as
an extension of the main functionality of the program,
for example as a separate setting or mode that can be
selected. More on this in the future work section.

Main Interview

In the main interview the feedback on the concept was
good, where all of the test subjects believed that a simi-
lar but fully developed application would be of use in their
early education. Since our test subjects, often more than
once, in one way or another said that the current applica-
tion would not be desirable because did not cover bigger
parts of the curriculum. We think that the participants
might have missed understood what they were testing, it
seems like they expected a finished product instead of a
small part of what could be a finished product. This leads
us to think that we should have been even more precise
during our introduction. The test subjects were very co-
herent during the interview many of the issues that they
raised was more or less the same thing. So what could
be the reason for such an coherent result during the in-
terview? We believe that it could be that they all had
the same experience thus leading to the similar expecta-
tions. This, in combination with that they also seemed
to expect an finished product could point us towards why
they all thought that there should be more than one flow.
The image resolution on the poster is definitely something
that could be explored more, especially by finding an even
higher resolution poster and use that. But a smarter so-
lution, that would also increase intractability, would be to
use a 3D model of the cock-pit. We also believe that the
image resolution could be what is causing the shakiness
when inside the HoloLens. A problem we tried to solve
by changing settings before building the application. The
shakiness improved but was still noticeable.

SUS & TLX

As can be read from the results from the NASA TLX sur-
vey the application was not very complex which resulted
in users not finding the task neither physically or men-
tally demanding. Since the application only contained
one flow and the students could not interact with any
special buttons or controls on the dashboard only one
button at the end of every marked part of the dashboard
the task was very easy which resulted in the students not
feeling any time pressure did not find the task to labori-
ous. If the buttons and controls were intractable and part
of a challenge which the students would have to complete
within a time frame the results from the NASA TLX
would probably have looked very different. The fact that



the test subjects were older students which had already
passed the part of the education which our application
was designed for must also be seen as a contributing fac-
tor. Because the students were already familiar with the
procedure they knew beforehand where to look and they
recognized many of the controls and buttons, since they
could not interact with the buttons the effort was not par-
ticularly high to achieve the level of performance which
was reported from the test subjects. The frustration was
not high either, if the buttons and controls had been in-
tractable there might have been greater frustration and
more effort from the test subjects to achieve the same
level of performance. The SUS score of 75,42 is consid-
ered to be above average, however it was only a small test
group which could result in an imprecise estimate of the
usability of the product. The test subjects, as mentioned
before, also knew the contents of the application before-
hand which gave them an advantage so the score might
have differed if it had been tested on students which had
no prior knowledge of flows.

10 Future work

In this section different expanding possibilities or ideas for
other projects in the area are described and discussed.

The simulator could be further expanded in many
ways to enhance the experience when using the simula-
tor. Panel screens could be animated, this also applies to
the surroundings i.e. moving clouds and changing light
conditions. Panel lights could be turned on or off, based
on what flow the user is training. This is also suggested
in the testing section of the report.

Different target groups

As it will be mentioned in the subsection Gamification
Implementations, several levels could be added. Depend-
ing on the users knowledge different levels of interaction
could be added. I.e. if the user is a total novice, it could
be enough with the flow being demoed and the user can
then be requested to do the flow in a simplified manner,
much like the prototype that has been the result of this
project. However if the user is advanced, as shown during
testing of the prototype, there is a need for more interac-
tive parts on the paper tiger. This could be lights going
on and off on the panels and thus allowing the student to
follow the flow in a detailed manner.

Seen from a broad perspective, the application could
potentially be valuable also for conventional (CPL) flight
training where practice in a real simulator is even less
than in the Multi Pilot Licence (MPL) concept, and the
time in the paper tiger is shorter. A further developed
application could even bridge to the Jet Oriention Course
(JOC) or even a type rating.

Further 3D modelling

To have 3D models of the panels would make it possible
to use the instruments (knobs) on the panels, thus giving
the ability to change values on panel screens in a realistic
manner. By being able to turn on knobs the simulator
could check values against recommended values and thus
passing or failing a user based on the set values. However,
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this would not be the same as flow training, this would
be more detailed.

For a full version of the simulator there would be a lot
more flows available to train on, approximately 18, with
a menu where the user would be able to choose desired
flow.

Mized reality

In the future when the VR development has gone trough
the stages where a users hands properly can be tracked
or even seen inside the VR headset, very immersive ex-
periences can be created. For pilots this is especially im-
portant since they need to see their hands while doing a
flow. Then users can simply be loaded into a full-sized
cock-pit, with all the proper animations and also different
scenarios could be experienced (i.e. engine failure).

Vuforia Engine

In comparison to current implementation, the use of Vu-
foria Engine (”Developing Vuforia Apps for HoloLens”,
2018) would instead use the poster that is used in the
physical paper tiger and augment it by using image tar-
gets (?Optimizing Target Detection and Tracking Sta-
bility”, 2018). With image targets, 3D objects could be
placed (and locked in place) on top of the paper tiger, thus
truly augmenting the perceived reality. Buttons could be
lit up, levers could be added and made interactable and
animations (the guided flow) could be added on top of
the paper tiger. Example how on how this can be done
can be seen in figure 11.

= Hierarchy || Console € Came F Scene |

Create = (Al
¥ €5 Untitled®
Directional Light
ARCamera
¥ ImageTarget
B Astronaut

‘!__\ ASTRONAUT

Figure 11: Vuforia Example using image targets (” Get-
ting started with Vuforia in Unity”, 2018)

This approach would be restricted to the user needing
to have access to a physical version of the paper tiger and
the developer team having access to the paper tiger. An-
other restriction that has not been explored in this report
is how good image tracking characteristics the poster has,
if they are bad, this solution is of low value. The software
would not be able to track the poster reliably enough for
implementations to be made.

Walk-around flow

Similar to the flows in the cockpit, are the flows that a pi-
lot does before stepping into the airplane. One potential
area of application of AR for flight training is to emulate



a plane for a ”"walk-around”, which is an outside check
of an aircraft, see figure 12. The pilot checks that every-
thing i.e. control surfaces and tires, are as they should.
By using a 3D model of a airplane this could be practised
in AR. One advantage of using AR for this application is
that it is possible to re-scale and rotate a 3D-object to fit
the constraints of the environment the user finds him or
herself in. The pilot can then walk around the airplane
and practise the flow. This can be further developed by
adding random variables (such as ice or an bird nest in
the jet engine) that the pilot should notice and handle.
Because of hardware constraints in VR this application
is much more feasible for AR. The digital nature of the
application could provide a useful and also economical
addition to the curriculum of any pilot school. Primarily
because the price of a Boeing 737-700 is USD 85.5 million
(Boeing, 2018). Because of that, the walk-around is not
a part of the pilot training that is offered at i.e. TFHS.

Figure 12: Preflight Preparation Flow

Operational logic

Operational logic could be implemented from a student
perspective, to learn strategies to cope with distractions
and the management of a flight, which contains of much
more than controlling the movements of the aircraft in
itself. For example the sound of a cabin crew member
knocking on cockpit door with a request. In the simula-
tor training these distractions are practiced, but it could
potentially also be taught in an earlier phase of training.

Spatial Sounds

Spatial mapping of guiding sounds to the flows, and dy-
namic movement of the flows like droplets moving down
aided by a intuitively matching sound could further aid
in directing the users gaze toward the area in the cockpit
of the flow to be worked with. One example of a sound
could be similar to the song Descent Waterdrops, A Sence
by TimeWarp (Kraak, 2018)

Gamification Implementations

To further promote learning based on the gamification
principles it has been found that retrieval practice and
spaced separation, where knowledge is rehearsed after a
certain time interval, are powerful learning tools. When
studying for a driving licence or a pilot’s licence the
theoretical studies are often closely connected to multi-
ple choice questions where relevant knowledge must be
brought forward to distinguish between slight differences
in the options, and to be able to select the correct one
(Easa, 2016). This method uses both retrieval practice
and spaced separation .

In the context of our project future scenarios and areas
where to implement gamification could be:

1. Initial: The mere fact to have the privilege of using
an exclusive and highly technical device such as the
Microsoft HoloLens could inspire an initial interest
of the student.

2. Retrieval Practice: After the the first guidance of
a flow, i.e. ”general scan flow”, an optional test
to "show the flow” with the hand without guidance
could be added. If the student is successful he or she
can be rewarded with additional points.

3. Unlocking levels: After having showed the flow suc-
cessfully a new flow is unlocked, following the same
principal. If the student performs the flow correctly
after the guidance the next flow in the sequence
will be unlocked. Positive audio feedback such as
”Well done!” And "Keep up the good work!” could
be added after every successful flow.

4. Spaced separation: After having unlocked the flows
which are performed on the ground (at the gate and
before take-off). The option of a ”mini-game” can be
unlocked. Now the student can play the game and go
through all the flows within one level, in the correct
order. The student will get points for every correct
flow and sequence and extra points for performing
every flow within a well estimated time episode.

5. Visual reward: When the student has passed the ex-
amination of the ground flows he or she will be re-
warded not only by unlocking the next levels and the
first flow of the air-born procedures. The student’s
cockpit will also be upgraded with a nice vision over
a beautiful city, mountain area or clouds for exam-
ple. The cockpit will now also more resemble the real
cockpit with the thrust section becoming 3D, cock-
pit window frames, circuit brakes behind the chairs,
cockpit door etc. The paper tiger could transformed
into something which closely resembles the full flight
cockpit flight simulator. Even operational logic fea-
tures such as receiving a cup of virtual coffee from a
cabin attendant after reaching cruise level, and hav-
ing performed the climb and cruise procedure, could
be included. Now this could certainly add up to a
magic, rather odd and hopefully inspiring and posi-
tive experience.

Public Feedback

Some additional feedback was gathered during a day of
public testings at an open day at Lund University th 17



january 2019. Generally a positive enthusiasm to the pos-
sibility of interactive cockpit procedures with AR was no-
ticed, and many of the people we talked to who tested the
application could see future opportunities in the concept,
students as well as companies working with Augmented
Reality. One Pilot currently flying the Airbus 320 agreed
with the function of showing a pattern of a flow, he also
mentioned an additional flow for the emergency proce-
dure rapid depressurization. He could also see potential
value in the mobility of the device to be able to practice
more, as today there is a lot to learn in a short period of
time during a type rating, One person showed a video of
how AR could be used in a similar way for the automo-
bile industry to name components and show how parts
were mounted together. The public testings were quicker
and by far not as formal as those performed at TFHS
but the majority of those who tried the application man-
aged to click their way through the whole flow. They
understood the concept even if it sometimes was difficult
to start the application and to find the buttons ”start
flow” and "restart” and to click on the green buttons.
Many also commented on the limited field of view. The
public testings also generated some interesting discussions
about ergonomic aspects of the eye and how we perceive
distance in real life, how does it develops naturally and
what is important to take into regard when developing an
application in Unity. Finally further ideas developed by
other students during these two project courses during
the autumn 2018 also contributed with inspiration and
further ideas of development of the application. For ex-
ample attention guidance developed by the group ”Real
time feedback- your eye movements influence how you re-
ceive feedback”, digital agents coaching a user through
a learning scenario developed by the Galileo groups, and
a demonstration of image recognition using the Vuforia
engine developed by the Augmented Security group.

11 Conclusion

At the present time the developed product could be used
mainly for early familiarization and introduction to a nor-
mal paper tiger as well as an introduction to the concept
of flows. More development and interactive features are
needed for any further applications. The development
procedure has followed six steps where the problem is
defined, information collected, solutions developed, feed-
back and improvement applied and back to a new def-
inition of the problem. This has served as a good pro-
cedure for combining development and testing, including
Lofi and Midfi prototyping. Results from the testings
showed a system usability of 75,42 which is above aver-
age but not very good. Most test subjects were also in
agreement that the application was not very mentally,
physically or temporally demanding, although one par-
ticipant reported mental strain and effect of nausea, and
many mentioned difficulties in reading the panels. Al-
most all of the test subjects were satisfied with their per-
formance in accomplishing the task and almost none of
the test subjects felt much frustration while performing
the task. Additionally all participants remembered the
demonstrated flow with 86 to 100 percent accuracy. In
the future many promising applications are possible and
encouraged according to the conducted testings, primar-
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ily interactive and illuminated panels corresponding to
the aircraft cockpit. In the time beeing the developed
application consists of the general scan flow which can
be easily followed, but reading panels necessary for more
interaction can be difficult. In general terms the applica-
tions of AR learning tools could likely be assumed to rise
along with increased quality of AR hardware.

To sum up, our project showed that the learning pro-
cess for students can be improved with AR. Our final
result, with a prof of concept model, is not enough but it
showed the interest and possibilities with AR.
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e Beskriv Demot och vad som visades, (den forsta de-
len av testet).

e Vad tror du syftet med demot var?
e Uppfyllde applikationen det syftet?

e Beskriv Flodet och dess funktion, andra delen av
testet.

e Vad tror du syftet med flodet var?
e Levde applikationen upp till det syftet?

e Fastnade du pa nagon del i flodet? (Varfor/inte?
utveckla”)

e Vad upplevde du for skillnader mellan demot och
flédestraningen ?

e Hjilper omradsmarkeringen fér att hitta knap-
par tillrdckligt mycket eller behovts snarare
knappspecifikt-markering?

e Vad kan du se for for och nackdelar med bada dessa
16sningar?

e Pa vilket sétt skulle applikationen kunna anvéndas
vid studierna?

e For att fa fram JA/NEJ) Tror du att applikationen
hade varit hjélpsam?

e Hade du personligen anvant den hér applikationen
under din studietid om den fanns tillgdnglig? (i sa
fall vad tror du att det hade gett dig?)

e Hade du personligen anvént en utokad applikation,
till exempel med 20 floden att Gva.

e Hur ser du pa fortsatt utveckling av applikationen?
Med fler floden och fler detaljer i instrumentpanel-
erna. (samt: For ett specifikt fléde; relevanta knap-
par och omraden upplysta?)

B SUS

The following ten SUS-questions were answered on a five
graded scale where 1 was ”Strongly disagree” and 5 was
”Strongly agree”

e I think that I would like to use this application fre-
quently

e [ found the application unnecessarily complex

e [ thought the application was easy to use

I think that I would need the support of a technical
person to be able to use this application

I found the various functions in this application were
well integrated

122



I thought there was too much inconsistency in this
application

I would imagine that most people would learn to use
this application very quickly

I found the application very cumbersome to use

I felt very confident using the application

I needed to learn a lot of things before I could get
going with this application

C NASA-TLX

Figure 8.6
NASA Task Load Index

Hart and Staveland's NASA Task Load Index (TLX) method assesses
wark load on five 7-point scales. Increments of high, medium and low
estimates for each point result in 21 gradations on the scales.

Name Task Date
Mental Demand How mentally demanding was the task?
T I | I T I O O O |
Very Low Very High
Physical Demand How physically demanding was the task?
I T I | I O I
Very Low Very High

Temporal Demand How hurried or rushed was the pace of the task?

Very Low Very High

Performance How successful were you in accomplishing what
you were asked lo do?

Perfect Failure

Effart How hard did you have 1o work to accomplish
your level of performance?

Very Low Very High

Frustration How insecure, discouraged, irritated, stressed,
and annoyed wereyou?

Lottt ity

Very Low Very High

Figure 13: Nasa-TLX form
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Tidig programmering
Utveckling och utvirdering av ett larspel for barn i aldrarna 4-6 ar

Ebba Busch Dennis Jin
dicl4ebu dat14dji
Abstract

Rapporten beskriver arbetsgang, resultat och slutsats efter
ett projekt genomfort i kurserna Interaktion 1 & 2 vid Lunds
universitet. Syftet med projektet var att utveckla ett pro-
grammeringsspel for barn i dldrarna 4-6 ar. Program-
mering infors under 2019 i ldroplanen for forskolan och
ddrmed vixer behovet av digitala hjdlpmedel for tidig pro-
grammering. I dagsliget finns en mdngd digitala ldrspel
men mdnga dr bristfilliga da de inte ger barnen nagon an-
vindbar, informativ och lirande dterkoppling eller feed-
back. Under projektet har tre LoFi-prototyper arbetats
fram: Loopspelet, Saftspelet och Tartspelet. Alla tre be-
handlar grundliggande programmeringskoncept pa ett lek-
fullt och enkelt sdtt. Prototyperna har sedan utvirderats
tillsammans med pedagoger i forskola och forskoleklass.
Efter testningen valdes Loopspelet ut for vidare utveckling.
Baserat pa utviirderingarna gjordes en rad forbdttringar av
Loopspelet som sedan resulterade i en HiFi-prototyp som
kunde testas pa malgruppen. Efter testerna togs en rad for-
bdttringsforslag fram vilka ligger till grund for rapportens
diskussion. Slutsatsen efter genomfort projekt blev att spelet
har kommit en bra bit pd viigen for att bli ett bra program-
meringsspel, men att mycket arbete kvarstar innan spelet dr
redo att lanseras som ett ldromedel. Forhoppningsvis kan
resultaten fran projektet ligga till grund for vidare utveck-
ling av liknande spel.

1. Inledning och syfte

I takt med digitaliseringen av skolmaterial och utbildning
har manga dorrar Sppnats upp for forskning om utveckling
av datorbaserad utbildningsmetodik inom tidig matematik
och tidig programmering. En del tidigare forskning har lagt
fokus pa att utforska skillnader mellan fysiska och digitala
system [1].

Detta projekt &r en del av kurserna Interaktion 1 & 2
(MAMNI10 resp. MAMNI15) vid Lunds universitet. Pro-
jektets syfte ar att utveckla ett programmeringsspel for barn
i aldrarna 4-6 ar. I projektet ska ett eller flera delspel till
Magiska trddgarden, ett lek- & lérspel for barn, utvecklas.

Lia Karida Joel Ottosson
dicl3lka dicl4jot
2. Bakgrund och teori

Den hir sektionen behandlar bakgrunden till varfor utveck-
lingen av ett programmeringsspel for sma barn behovs samt
de teorier och den forskning som ligger till grund for de
beslut som tagits under projektets gang.

2.1. Digital kompetens i ldroplanen

I samband med den tekniska utvecklingen och digi-
taliseringen som sambhillet genomgar krivs det dven att
skolvisendet foljer med i fordndringen och ger alla elever
en god digital kompetens. 1 mars 2017 beslot regeringen
att det behovs bittre forutséttningar for elevernas utveck-
ling inom digital kompetens. Detta ska ske genom fortydli-
gande och forstiarkningar i skolans styrdokument. I bestam-
melserna, som tilldimpats 1 juli 2018, ingick bland annat att
”programmering infors som ett tydligt inslag i flera olika
dgmnen 1 grundskolan, framfor allt i teknik och
matematik” [2].

2.1.1 Digital kompetens i forskolan

Vidare bestimde regeringen att den tjugo ar gamla ldropla-
nen for forskolan ocksa behdvde fornyas. Digitaliseringen
bidrar till att dven forskolan behover bli béttre anpassad
till dagens moderna samhélle och framtidens utmaningar.
Kvaliteten i undervisningen behodver dirfor okas for att
kunna uppna en 6kad maluppfyllelse [3].

I och med den reviderade ldroplanen, som trider i kraft 1
juli 2019, behover forskolan ta ansvar for att ligga grunden
for att barn ska ha mojligheten att anamma de kunskaper
som krévs for att kunna leva och verka i dagens samhaille.
Det medfor att dven forskolan behdver anvinda digitala
verktyg i det pedagogiska arbetet for att kunna utveckla bar-
nens ldarmiljoer. For att kunna genomfora denna fordndring i
barnens pedagogiska utveckling krivs det att forskolepeda-
gogers digitala kompetens fordjupas och forbittras. Denna
forandring dr fortfarande relativ ny och kompetensutveck-
ling inom digitalisering, i form av en webbkurs, erbjods av
Skolverket forst i november forra aret (2018) [4].
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2.2. Programmering i forskolan

Som tidigare nimnt stills det nu annorlunda krav pa
forskolan. Att vicka intresset for teknik hos barn och att ge
en forsta uppfattning av att manga saker i barnens omvirld
dr programmerade, dr nagra av forskolans uppdrag. Barn
ska tidigt f4 en forstaelse for att virlden de lever i kan
paverkas; alla kan interagera med datorer oavsett kon och
bakgrund [5].

Nir det talas om programmering i forskolan innebér det
inte att alla barn ska bli programmerare. Det ir sjilva
logiken bakom att programmera som &r viktig att komma
at. Forstaelse for hur ett mal formuleras, hur ett problem ut-
trycks och hur instruktioner ges behover utvecklas. Det &r
viktigt att tidigt forsta att den ordningen som moment utfors
i spelar roll for slutresultatet [S]. Vilket vidare mynnar ut i
tva begrepp som ir relevanta att kiinna till da programmer-
ing i forskolan diskuteras: datalogiskt tinkande och analog
programmering.

2.2.1 Datalogiskt tinkande

Datalogiskt tankande (eng. Computational Thinking) &dr en
problemldsningsprocess. Det dr en process som med dator-
ers hjélp anvinds for att beskriva, analysera och 16sa prob-
lem [6]. Med andra ord handlar det om olika sitt att 16sa
uppgifter och bryta ner ett problem i mindre delar (son-
dra och hdrska-tekniken, eng. Divide & Conquer). Datalo-
giskt tankande kan vara att sortera information, hitta mon-
ster eller att forsta att 1anga instruktioner kan ersittas med
kortare och littare kommandon.

Begreppet datalogiskt tinkande har borjat anvindas for
att beteckna en generell firdighet, snarare 4n en &m-
nesspecifik firdighet. Programmering blir darfér mer ett
pedagogiskt verktyg, for att trdna upp det datalogiska
tankandet, som kan appliceras i flera skoldmnen [7].

Ménga moment i forskolan tangerar redan datalogiskt
tankande i form av att instruktioner ges, monstermatching
sker i lekar och ramsor, rutiner och villkor stélls pa barnen
sa att de gor saker i riitt ordning for att fa det 6nskade resul-
tatet. Utmaningen for forskolepedagogerna blir att sjilva
kunna f6rstd sambandet och hur det kan vara en grund for
digital kompetens [5].

2.2.2 Analog programmering

Analog programmering syftar till att ta programmeringens
begrepp ut i verkligheten och lata barn programmera utan
dator. Exempel pa analog programmering kan vara att barn
styr varandra med hjdlp av talade instruktioner eller pilar.
Att sitta ihop olika rorelser till en danssekvens kan ocksa
vara en typ av analog programmering [5]. Analog program-
mering uppmuntrar till att anvdnda kunskaper om program-

mering i det vardagliga livet och kan vara ett viktigt kom-
plement till allt digitalt material som anvénds idag.

2.3. Digitala Lirspel

For att underlitta och uppmuntra till digitalisering och dat-
alogiskt tinkande i bade forskola och skola finns en uppsjo
digitala ldrspel och applikationer. Det visar sig dock att en
stor majoritet av de digitala ldrspel som anvénds i svenska
skolan idag inte gar i linje med det som forskning pavisat
kréavas av ett spel for att det ska vara ett spel for larande
och inte ett ”spel for testande”. Det vill siga ett spel som
enbart testar en elevs redan existerande kunskaper [8]. En
annan benidmning pa testande spel dr “trdningsspel”, som
syftar pa att spelet trianar det en elev ska lédra sig. Oavsett
om ett spel kallas for tranings- eller testande spel 4r det vik-
tigt att komma ihag att spelet inte nodvéndigtvis dr ldrande.
En viktig faktor som 4r avgorande for att ett larspel ska vara
meningsfullt dr dess hantering av feedback.

2.3.1 Feedback i digitala larspel

Feedback handlar om att formedla resultat och framsteg
efter en handling. Att anvinda feedback i digitala system
ar visentligt for att den som anvénder systemet eller spelet,
anvindaren, ska forstd vad som hinder och varfor. For att
feedback ska vara meningsfull maste den dock utformas
pa ritt sitt. Feedbacken maste vara informativ, planerad
och prioriterad sa att den viktigaste informationen uppfat-
tas forst. Vidare far feedback inte vara for omfattande, utan
maste innehalla lagom mycket information. Annars kom-
mer anvindaren att sluta ta den till sig. Feedback maste
ocksa presenteras inom rimlig tid efter den genomforda
uppgiften, annars kan en anvéndare inte avgora vad den fér
feedback pa [9].

Vid konstruktion av feedback i digitala larspel finns det
dessutom ett antal andra faktorer som det maste tas hin-
syn till. Feedback som tillater en elev att testa sig fram till
dess att korrekt svar uppnas ir ett exempel pa feedback som
i stor utstrackning inte bidrar till ldrande. Feedback som
ger konstruktiv kritik om den utférda uppgiften och hur den
kan utforas bittre dr ddremot ett exempel pa feedback som
bidrar till lirande. Bra feedback bor innehalla information
om huruvida uppgiften 16stes korrekt eller inte samt var-
for. Nagra olika typer av feedback som ldmpar sig olika
bra att anvinda i digitala larspel &r verifierande feedback,
korrigerande feedback, utvecklande feedback (eng. Elabo-
rated Feedback), uppmuntrande feedback och resultatfeed-
back [8].

Verifierande feedback berittar bara for anvindaren hu-
ruvida svaret var ritt eller fel. Den hir typen av feed-
back uppmuntrar till trial & error-beteende, det vill séiga
att anvindaren testar sig fram till dess att ritt svar upp-
nas. Digitala ldrspel som endast tillimpar verifierande feed-
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back med mojlighet for anvidndaren att anvédnda en trial &
error-strategi bidrar enligt flera studier inte till larande. Ko-
rrigerande feedback ger anvidndaren mer information om
vad som gick fel, tillsammans med det ritta svaret. Kor-
rigerande feedback har visat sig vara bittre dn verifierande
feedback i kontexten av ldarspel. Utvecklande feedback ar
sddan feedback som ger anvindaren information om vad
som gick fel, men istéllet for att ge det ritta svaret ges
ledtradar eller andra implikationer pa hur det ritta svaret
uppnas. Uppmuntrande feedback handlar om att beritta
for anvéindaren hur vil den presterat, saidan feedback ska
dock anvindas med forsiktighet eftersom den inte ger nagon
feedback relaterad till uppgiften och diarmed inte bidrar till
larande. Resultatfeedback presenterar bara poidng eller ett
betyg for anvindaren och bidrar, pa samma sitt som upp-
muntrande feedback, inte till lirande eftersom feedbacken
inte sdger nagot om den utférda uppgiften. Dessutom kan
resultatfeedback ha negativ inverkan pa motivation om den
anvinds for att jaimfora resultat mellan anvédndare. [8]

2.4. Existerande programmeringsspel

I detta avsnitt kommer nigra av de mest populédra program-
meringsspelen for barn presenteras. Det finns manga olika
variationer pa spelen, bade digitala och fysiska. De flesta
ir dock digitala vilket tillhandahaller ett enkelt och skalbart
sitt att 1dra ut programmering pd, bade i klassrum och Gver
Internet.

2.4.1 Bee-Bot & Blue-Bot

Bade Bee-Bot och Blue-Bot ir fysiska, programmerbara
robotar. Pa robotarna finns det fyra fysiska knappar: en
for rorelse bakat, en for rorelse framat samt tva for rota-
tion (hoger/vinster). Knapparna anvidnds for att mata in
kommandon. Kommandon som matas in lagras i minnet sa
att anvdndaren kan bygga en sekvens av kommandon. Det
finns dven en Go-knapp som anvinds for att kora komman-
dona i minnet, en Clear-knapp for att rensa minnet och en
Pause-knapp for att pausa. [10]

Till Blue-Bot finns en mobilapplikation som kan anvin-
das for att kontrollera roboten via Bluetooth. I applika-
tionen finns en digital representation av Blue-Bot som ror
sig synkront med den fysiska roboten. Det finns dven olika
typer av rutbaserade spelfilt. Exempelvis finns ett med al-
fabetets bokstiver, dir idéen ér att 1ira barn att stava. Dessa
spelfilt har sedan olika svarighetsgrader som ldgger till hin-
der och begréinsar mdngden kommandon.

Bade Bee-Bot och Blue-Bot fokuserar huvudsakligen pa
sekvensiellt tinkande och introducerar barn till tidig pro-
grammering genom de olika spelfilten och den relativt
primitiva méngden kommandon. [10]

2.4.2 Lightbot

Lightbot dr ett mobilspel som gar ut pa att sitta ihop en
sekvens av kommandon for att forflytta en robot fran en
punkt till en annan i ett rutbaserat spelfilt. Lightbot ar lite
mer avancerad én Blue-Bot eftersom roboten utover rorelse
framat och bakat samt rotation ocksa kan hoppa for att for-
flytta sig pa spelplanen. Till skillnad fran Blue-Bot sa finns
det mer tydliga programmeringskoncept som loopar och
subrutiner (och ddrmed rekursion); det finns alltsa mojlighet
att skriva ett huvudprogram med subsekvenser som gar att
loopa igenom. [10]

2.4.3 Scratch

Scratch idr ett tvadimensionellt programmeringsspel som
MIT Media Lab tagit fram. Scratch dr mycket mer
avancerat dn de tidigare ndmnda spelen eftersom det efter-
liknar nodbaserad programmering. I spelet byggs ett ex-
ekverbart program upp med hjdlp av bade primitiva och
avancerade block. De enklaste blocken later spelaren kon-
trollera rorelse av objekt i spelet samt vilka texturer objek-
ten ska ha. Det ger spelaren mojlighet att ldgga till egna
karaktirer som denne sjilv ritat. Tillvigagangssittet vid an-
imation av karaktiirers rorelse dr ocksa mer komplicerad 4n
i Lightbot eftersom spelaren maste definiera diskreta pix-
elvirden pa en spelkanvas. Utdver dessa grundblock finns
dven olika typer av sensoriska block som later objekt rea-
gera pa kollision och firger i dess omgivning. [10]

2.5. Magiska tridgarden

Magiska tridgarden ir ett lek- & liarspel utvecklat av Ed-
ucational Technology Group pa Lunds universitet. Spelet
fokuserar pa tidig matematik for barn i aldrarna 3 till 6 ar.
Mialet med spelet ir, ur spelarens perspektiv, att samla vat-
ten for att odla en egen tridgard. Detta gors genom att ut-
fora uppgifter i spelet, vilka alla trénar tidig matematik. I
Magiska tridgérden anpassas svarigheten dynamiskt efter
hur spelaren presterar, sa att alla spelare kan trina matem-
atik utifran sin individuella formaga. Detta sker dock utan
att spelarna sjilva far veta vilken niva de spelar pa, sd att
olika spelare inte ska kunna jaimfora sig med varandra [11].

Som redan nimnt bestar Magiska tridgarden frimst av
en uppsittning olika banor som successivt okar i svarighets-
grad. Utover detta finns en uppsittning sa kallade kalasspel.
Dessa spel dr separata fran de olika banorna och syftet &r att
ordna ett 6veraskningskalas at en digitala karaktir. Aven
hér fokuserar alla spel pa tidig matematik.

Utgangspunkten for de spelidéer som utvecklats i det hér
projektet har varit att de ska passa in bland kalasspelen, men
de ska fokusera pa tidig programmering istéllet for tidig
matematik. Idéerna som presenteras handlar om forbere-
delserna infor spelkaraktdren Panders kalas.
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2.5.1 Teachable agent

I Magiska tridgarden anvinds en sé kallad teachable agent.
En teachable agent dr en digital elev i spelet som spelaren
sjdlv far ldra upp. Efter det att en spelare sjilv 16st uppgiften
ska denne instruera sin digitala elev att ocksa losa
uppgiften, i syfte att forstiarka larande [11]. Efter det att
spelaren har testat en uppgift i spelet nagra génger dyker
den digitala eleven upp i spelet for att titta pa och léra sig.
Nir den digitala eleven sedan observerat spelaren ett tag
borjar den ge forslag pa 16sningar. Da blir spelarens uppgift
att svara pa om den digitala eleven tinker ritt eller inte,
snarare #n att spela sjidlv. I Magiska tridgarden sker detta
genom att den digitala eleven tinker pa ett alternativ som
dyker upp i en tankebubbla, detta illustreras i figur 1.
Spelaren far sedan ta stillning till om den digitala eleven
tinker ritt eller fel genom att trycka pa den grona smiley-
knappen for “ritt” respektive roda smiley-knappen for
“fel”.

Figur 1. Den digitala karaktidren Panders tidnker pa en 16sning.

3. Arbetsgang

Under uppstartsfasen av projektet diskuterades gemen-
samma hallpunkter och gruppregler infor arbetet. Tidigt
bestimdes det att gruppmoten skulle hallas veckovis, dels
med projektgruppen och dels med projektgruppen tillsam-
mans med handledarna. En malsittning for projektet sattes
upp och en tidsplan med deadlines och veckovisa uppgifter
gjordes. Det beslutades att malet for delkurs 1 var att ha
gjort forstudier, LoFi-prototyper till tva eller tre spelidéer
samt anvéndartest av dessa for att sedan vilja en spelidé att
ga vidare med i delkurs 2. Arbetssittet som valdes var en
iterativ designprocess dir idéer, delresultat och tankar kon-
tinuerligt diskuterades.

3.1. Forstudie

Allai gruppen tog gemensamt ansvar for att ta reda pa vilka
programmeringsspel som existerar, i allménhet och for mal-

gruppen. Vidare gjordes en studie om malgruppens kompe-
tensniva och intressen i syfte att bestimma svarighetsgrad
och tema for spelet. Pa vilket sitt programmering férekom-
mer i den svenska ldroplanen for bade skola och férskola
undersoktes. Med utgangspunkt i den egna programmer-
ingskompetensen diskuterades sedan vilka koncept och be-
grepp inom programmering som &r visentliga och lampliga
att inkorporera i ett programmeringsspel for barn.

3.2. LoFi-prototyper

Efter att det beslutats vilka programmeringskoncept som
skulle finnas representerade i spelen borjade olika spelidéer
diskuteras. For att spelen skulle passa in i Magiska tradgar-
den valdes kalas som tema for spelen, eftersom Magiska
trddgarden bland annat bestar av en uppsittning kalasspel.
Efter diskussion om kalasrelaterade aktiviteter, program-
meringskoppling och idéernas betydelse i utbildningssyfte
valdes tre spelidéer ut. De utvalda spelidéerna delades
upp mellan gruppens medlemmar som gjorde varsin LoFi-
prototyp av respektive idé. Prototyperna gjordes pa papper
med viss interaktivitet sa att det skulle vara mojligt att testa
dem. Till varje prototyp skrevs ett manus med ljudinstruk-
tioner for anviandning vid test.

3.3. Test av LoFi-prototyper

Nir de tre LoFi-prototyperna var klara och delvis reviderade
efter diskussion inom gruppen samt med handledare for-
bereddes tva testsessioner. Handledarna tillhandaholl kon-
taktuppgifter till en forskola som tidigare varit involverad
i utvecklingen av Magiska tridgarden. Vidare kontaktades
en skola dir tva pedagoger i forskoleklassen var intresser-
ade av att medverka i testet. Bade forskolan och skolan
var beldgen i sodra Sverige. Testerna holls vid tva olika
tillféllen, ett test pa skolan dir tva pedagoger medverkade
och ett test pa forskolan, dven dir medverkade tva peda-
goger. Testerna av prototyperna genomfordes individuellt
sa att pedagogerna inte skulle bli paverkade av varandra un-
der sessionen. Efter att alla tre prototyper testats fick de
fylla i tre enkiiter, en for varje prototyp, ocksa detta indi-
viduellt. Enkitmallen finns i bilaga A och innehaller sju
pastaenden som graderas pa en femgradig Likert-skala fran
”Haller inte alls med” till “Haller helt med”. Syftet med
enkiterna var att samla in data om kvalitet, meningsfullhet
1 utbildningssyfte och enkelhet hos de olika prototyperna.
Sessionen avslutades med en gemensam diskussion dér pro-
totyperna och pedagogernas tankar och asikter kring tidig
programmering diskuterades. Underlaget for diskussionen
finns i bilaga B.

3.4. HiFi-prototyp

Efter genomforda tester sammanstilldes resultaten och det
beslutades att ett av de tre spelprototyperna skulle viljas
ut for vidare utveckling. Med testresultaten och diskus-
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sionerna med pedagogerna i atanke valdes Loopspelet
ut for detta dndamal. En rad forbittringar och forin-
dringar diskuterades. Efter detta borjade arbetet med HiFi-
prototypen, den utvecklades i React med spelmotorn Phaser
och kordes pa en iPad. Utvecklingen av HiFi-prototypen in-
volverade programmering, grafiskt arbete samt inspelning
av ljudinstruktioner. Malet med HiFi-prototypen var att
den skulle innehalla sd mycket fungerande spellogik som
mojligt sa att den skulle ga att testa pa malgruppen. For att
utvecklingen 4nda skulle rymmas inom ramen for projektet
valdes att endast satsa pa en svarighetsniva.

3.5. Test av HiFi-prototyp

Testerna av HiFi-prototypen utfordes pd samma skola och
forskola som testerna av LoFi-prototyperna, bada belidgna i
sodra Sverige.

Den hir gangen skedde dock testet med eleverna och
inte med pedagogerna. Precis som vid testet av LoFi-
prototyperna genomfordes tva tester vid tva olika tillféllen.
Totalt medverkade 16 elever i aldrarna 4 till 6 ar. Nagra
genomforde testet enskilt och nagra genomférde det parvis.
Testpersonerna blev ombedda att spela spelet pa en iPad och
fick sedan fragan om det var roligt. Skidrmen spelades in
under hela testets gang. Under testet fick de guidning av en
testledare. En protokollforare nirvarade ocksa under hela
tiden for att anteckna hidndelseforloppet. En mer detaljerad
specifikation Over testet finns i testplanen i bilaga D. Nér
testerna genomforts sammanstilldes resultaten, vilka ligger
till grund for diskussionen senare i rapporten.

4. Utveckling av LoFi-prototyper

Den hir sektionen beskriver dels de tre LoFi-prototyper som
dr resultatet av forsta iterationen i projektet och dels resul-
tatet efter genomforda tester med efterfoljande diskussion.

Under projektets forstudie beslutades vilka begrepp
inom programmering som spelen skulle utgd ifran. Dessa
var:

Instruktioner

Villkor

Monstermatchning

Loopar och upprepningar
Konsekvenstink och tdnka i forvig

Begreppen ansags vara ldmpliga att bygga ett spel kring
eftersom de ar fundamentala delar av programmering och
ddrmed viktiga att ha forstaelse for. Detta mynnade ut i
tre spelidéer: Loopspelet, Saftspelet och Tartspelet, som
alla passar in bland kalasspelen i Magiska tradgarden. Na-
gra begrepp som tillkom senare under processen och som
ocksa ansags relevanta for tidig programmering &r sondra
och hdrska-tekniken samt exekvering.

Figur 2. Loopspelet

4.1. Loopspelet

Spelplanen bestar av ett antal blommor i olika firger och
former. Vid en av blommorna finns ett antal jordgubbar.
Spelplanen aterfinns i figur 2. Spelaren ska hjilpa ett bi att
flyga till jordgubbarna och tillbaka till start, dér det finns en
korg. Pa spelplanen finns en ruta med instruktioner i form
av en uppsittning blommor i en speciell ordning. Spelaren
ska klicka pa de blommor pa spelplanen som motsvarar in-
struktionen, alltsa rdtt blommor i ritt ordning. Biet beréttar
detta for spelaren pa foljande sitt:

“Jag dr pa vag till Panders kalas och har lovat att ta med
mig jordgubbar till tartan. Kan du hjdlpa mig att plocka
jordgubbarna? Folj instruktionerna i rutan och visa mig
vilka blommor jag ska flyga mellan. Vilken blomma ska jag
Sflyga till forst? Tryck pa den!”

Nir spelaren klickar pa en blomma dras ett streck till den
valda blomman frdn den senaste blomman. Biet kommer for
varje blomma fraga “Vilken blomma ska jag flyga till nu?
Tryck pa den!”. Nir spelaren klickat sig tillbaka till start
borjar biet flyga och siger “Nu flyger vi!”, se figur 3. Nar
biet flyger forbi en korrekt blomma utropar den “Jippi!”.
Om biet passerar en blomma som &r felaktig kommer den att
flyga tillbaka till start och spelet borjar om. Da informerar
biet “Oj, nu blev det fel. .. Vi far flyga tillbaka och forsoka
igen”. Om biet passerar en blomma som ér felaktig efter att
biet plockat upp en jordgubbe kommer jordgubben att 1dm-
nas tillbaka innan biet flyger tillbaka till start. I detta fall &n-
dras biets foregdaende kommentar till “Oj, nu blev det fel. ..
Nu far vi limna tillbaka jordgubben och forséka igen”. Nar
biet passerar blomman dir jordgubbarna finns tar den en
jordgubbe och utropar “Ah, hdr dr jordgubbarna! Synd artt
jag bara kan ta en i taget”. Biet kan bara béra en jordgubbe
i taget.

Nir biet kommer tillbaka till start och en jordgubbe har
plockats upp blir spelaren fragad om hur ménga ganger till
biet maste flyga for att himta alla jordgubbarna. “Men
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Figur 3. Losning pa Loopspelet

det finns ju fortfarande jordgubbar kvar, hur manga ganger
maste jag flyga for att plocka upp alla?”. Nér spelaren har
svarat kommer biet att flyga s& manga varv som spelaren
angett. Det finns ett alternativ som &r rétt och ett alterna-
tiv som anger for fa varv. Om spelaren viljer fel alternativ
och biet flyger for fa varv far spelaren svara pa samma fraga
igen, om hur manga varv som ir kvar.

Svarighetsgraden i Loopspelet kan varieras genom att
variera lingden pa instruktionen. Det vill siga antalet blom-
mor som biet ska flyga mellan. Ut6ver detta kan ocksa an-
talet blommor pa spelplanen som inte ingar i instruktionen
varieras i olika grad for att gora det svarare for spelaren.

4.1.1 Feedback

I Loopspelet tillampas utvecklande feedback eftersom en
spelare efter ett feldrag far information om att det blev fel
samt far forsoka igen. Efter ett antal feldrag kan det téinkas
att spelaren far extra hjilp att se nésta instruktion (blomma)
genom att denna t.ex. lyses upp i instruktionsrutan. Om
spelaren svarar fel nir den ska vilja hur méanga varv till biet
ska flyga, kommer spelaren sjélv att visuellt se att det finns
jordgubbar kvar och spelaren far sedan en chans att ritta till
felet genom att svara igen. Spelaren far feedback pa huru-
vida den har valt ritt blommor forst efter det att loopen har
slutits och biet borjar flyga, det fangar dels programmer-
ingskonceptet “skriv forst exekvera sen” men det gor ocksa
att spelaren inte kan tillimpa en trial & error-strategi. Om
spelaren istillet hade fatt veta direkt om den valda blom-
man var korrekt eller inte hade den kunnat testa sig fram
och trycka pa olika blommor tills dess att loopen ir korrekt
sluten.

4.1.2 Programmeringskoncept

For att klara Loopspelet maste spelaren forsta en instruk-
tion. Det dr viktigt att spelaren foljer denna instruktion

sa att biet flyger till rdtt blomma i ritt ordning. Instruk-
tionen kan dérfor ses som en algoritm, nagot som dr my-
cket vanligt i programmering. Den inbordes ordningen mel-
lan blommorna i instruktionen, liksom ordningen mellan
olika steg i en programmeringsalgoritm, dr avgorande for
att problemet 16ses korrekt. Hir far spelaren mgjlighet att
trdna konsekvenstiank och far en visuell aterkoppling pa vad
som hénder nér instruktionen inte foljs. Att folja instruk-
tionen en gang i Loopspelet dr dock inte tillrickligt for att
samla alla jordgubbar och diarmed klara spelet. Monstret
som biet flyger maste upprepas identiskt flera ganger. I ett
programmeringssammanhang skulle monstret motsvara kod
som aterkommer flera génger. Ett vanligt sitt att korta ner
och gora programmeringskod mer kompakt &r att anviinda
loopar. For den erfarne programmeraren kan koden ocksa i
vissa fall bli littare att forstd. En loop &r ett skrivsitt som
gora att ett kodblock upprepas ett antal ganger. Vilket &r
det scenario som utspelar sig i Loopspelet, biet ska flyga pa
ett speciellt sitt ett upprepat antal ganger. Sittet som biet
flyger pa ger ocksa en visuell illustration av hur en loop ser
ut. Nir spelaren har foljt instruktionen och biet borjar flyga
motsvarar detta i programmeringssammanhang att koden ar
fardigskriven och exekveras. Illustrationen kan ses i figur 3.

4.2. Saftspelet

Spelplanen bestar av ett antal behéllare med saft i olika
farger. Fran dessa behéllare finns det ror som leder saften
till olika glas. Pa roren finns det avbrott som gor att saften
inte kan rinna hela végen ner till glasen. Glasen ir i sin
tur firgkodade med firgerna som aterfinns pa saften i be-
héllarna. Spelarens uppdrag dr séledes att leda ritt saft
till rétt glas genom att koppla ihop rérsystemet pa ritt sitt.
For att sluta rorsystemet har spelaren ett antal rordelar till
sitt forfogande som skall dras till rétt avbrott i rorsystemet.
Nir spelaren har gjort detta skall denne dra i spaken, som
finns pa spelplanen, for att saften ska borja rinna genom
roren fran saftbehallarna ner till glasen. Rordelarna kan fly-
ttas och tas bort fran rorsystemet sa linge spelaren inte har
dragit i spaken. Spelplanen illustreras i figur 4.

Spelet inleds med en ljudinstruktion som berittar
ovanstaende spelmekanik for spelaren. Denna instruktion
ser ut som foljer:

”Jag har lovat att hjdlpa till med att héilla upp saften pa
Panders kalas! Alla gdisterna vill ha olika smak pa sin saft.
Kan du hjilpa mig att bygga ihop roren sa att ritt smak
hamnar i rdtt glas. Dra rordelarna till ritt plats. Dra i
spaken ndr du dr klar och vill héilla upp saften”.

Under spelets gang far spelaren uppmuntrande kom-
mentarer i form av ”Bara en bit kvar!” och Ah vad gott
det ska bli med saft!”. Gor spelaren ett fel som leder till
att ett glas inte fylls med saft, ges kommentaren ”Oj, nu
blev det fel... Igelkotten fick ingen saft...”. Om rorde-
larna placeras sa att det kommer for mycket saft i ett glas
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Figur 4. Saftspelet

far spelaren ljudfeedback:en ”Oj, nu svimmar det dver..”.
Nir rordelarna har placerats korrekt och spelaren har klarat
spelet berittas detta med foljande fras: “Ja, super! Nu har
alla fatt sin saft!”.

Spelet har manga mojligheter till anpassning av
svarighetsgrad. Spelet innehéller ett antal parametrar som
kan forindras for att uppna detta. Antalet behallare med
saft kan 6kas och minskas. Samma justering kan goras for
antalet glas som ska fyllas. Utdver detta kan ocksa antalet
avbrott i rorsystemet fordndras men dven antalet rordelar
som spelaren kan vilja mellan for att placera i rorsystemet.

4.2.1 Feedback

Feedbacken i Saftspelet ges efter det att spelaren har dragit
i spaken och saften borjat rinna. Om det har blivit fel kom-
mer saften att hamna i fel glas eller pa golvet. Kanske
hamnar tva sorters saft i samma glas, sa att saften far en
helt ny firg och glaset svimmar dver. For att undvika ver-
ifierande feedback kommer spelaren inte att presenteras for
ritt svar om den gor fel, utan kommer istillet att fa testa
en gang till. Eftersom feedbacken kommer efter det att
spelaren drar i spaken kan spelaren inte tillimpa en trial &
error-strategi och testa olika bitar tills dess att ritt bit 14ggs.
For att undvika att en trial & error-strategi tillimpas mel-
lan spelomgangarna kan banan och bitarna varieras sa att
en spelare som gjorde fel inte far samma bana och samma
bitar vid nista forsok.

4.2.2 Programmeringskoncept

Saftspelet tvingar spelaren att bryta ned problemet och titta
pa varje rorkoppling for sig. I programmering sa kallas
denna nedbrytningsteknik for sondra och hirska. Den gar
ut pa att angripa problem genom dela upp dem i mindre

delproblem. Spelaren maste for varje rorkoppling fundera
pa vad som kommer hinda beroende pa vilken rorbit som
placeras dér. Det vill sédga, olika rordelar kommer ge up-
phov till olika konsekvenser och saften kommer att rinna pa
olika sitt baserat pa detta. Rorkopplingarna och roérdelarna
kan dirfor ses som villkorssatser dér rordelarna anger olika
villkor for hur saften ska rinna. Villkorssatser dr nagot av en
grundbult i programmering och dr mycket vanligt férekom-
mande.

I Saftspelet ger spelaren en visuell representation av hur
en villkorssats fungerar i form av saft som rinner pé olika
satt. Saften i spelet borjar rinna forst nér spelaren drar i
spaken vilket kan liknas vid att kod exekveras nér den &r
fardigskriven. Kod exekveras vanligen efter att program-
meraren har tinkt igenom ett problem och kommit fram till
en l16sning. Spelet fungerar pa samma sitt, spelaren tinker
igenom hur saften ska rinna och placerar rordelarna innan
den drar i spaken. Beroende pa svarighetsgraden sa finns
det olika antal rorkopplingar och spelaren tvingas da tinka
i flera steg. I detta fall maste det tas hinsyn till hur rérkop-
plingar pé olika stillen i systemet paverkar varandra. En
fordndring pa en rorkoppling hogre upp i systemet kan gora
att en rorkoppling lingre ner leder saften pa ett oonskat sétt
och ocksa maste forindras. Detta blir ocksa en aterspegling
av hur programmering fungerar dér olika kodblock kan vara
beroende och paverka varandra.

4.3. Tartspelet

Mialet med detta spel 4r att lata spelaren folja ett recept och
bygga upp en tarta. Spelaren far tillgang till ett antal olika
ingredienser som tartan ska byggas upp av. Pa spelplanen
finns receptet pa tartan i form av en bild som illustrerar hur
de olika ingredienserna skall sittas ihop. For att bygga upp
tartan skall spelaren dra respektive ingrediens till tartfatet
pa spelplanen. Detta meddelas initialt till spelaren genom
ljudkommentaren “Dra en ingrediens till tallriken”. Un-
der spelets gang ges ytterligare kommentarer som “Vad ska
vi ldgga pa hdrndst?”. Ingredienserna maste placeras pa
tartfatet i rétt ordning ovanpa varandra. Om en del plac-
eras fel, kan denna dras bort fran fatet och en ny ingrediens
kan placeras pa dess plats. Spelaren uppmuntras ocksa med
foljande kommentar i spelet: “Det hdr ser gott ut!”. Nér
spelaren kinner sig firdig med tartan ska denne plinga pa
klockan som finns pa spelplanen. Detta formedlas med en
instruktion som sidger “Plinga pa klockan ndr du dr
fardig”. Spelplanen kan ses i figur 5.

Om spelaren har f6ljt instruktionen pa bilden och lyck-
ats bygga upp en korrekt tarta formedlas det med orden
“Ah, vad fint det blev! Precis som Panders vill ha det!”.
Om den uppbyggda tartan ddremot inte blev som instruk-
tionen formedlas det sahir: “Oj, den ser inte riktigt ut som
pd bilden. .. Forsokigen!”.

Utdver ljudinstruktionerna beskrivna ovan ges ocksa en
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Figur 5. Tartspelet

inledande spelbeskrivning vid spelets borjan. Den ser ut pa
foljande sitt:

“Vill du hjdlpa oss att baka en overraskningstdrta till
Panders? Hiir dr en bild pa Panders favorittarta. Vi ska
anvinda alla ingredienserna. Placera ingredienserna pa
tallriken sa att tartan ser ut som den pa bilden. Plinga pa
klockan ndir du dr fardig.”

Svarighetsgraden i tartspelet kan huvudsakligen anpas-
sas genom att antalet ingredienser som tartan kommer att
bestd av okas. Detta ger en 6kad komplexitet da det finns
fler ingredienser att vilja mellan. Utover detta sa kan det
ocksa inforas fler ingredienser 4n vad som ska inga i tartan.
Antalet ingredienser att vélja mellan blir dnnu storre och
spelaren maste aktivt halla koll pa hur manga ingredienser
som finns i receptet. Spelaren maste sedan vilja ut dessa
bland ingredienserna och dra dem till tartfatet.

4.3.1 Feedback

Aven i Tértspelet far spelaren feedback efter det att den lagt
ut alla bitar, for att undvika att en trial & error-strategi an-
vinds. Om tartans bitar ligger i fel ordning nir spelaren
plingar pa klockan kommer tartan att bakas ihop fel. Om
t.ex. den stora tartbottnen ligger ovanfor den lilla kommer
tartan att tippa och “dega ihop”. Spelaren far ddrmed visuell
feedback pa vad som gick fel och kan fa forstaelse for varfor
den stora biten maste ligga under den lilla. Spelaren far se
konsekvensen av att utfora instruktionen i fel ordning och
far chansen att testa igen. Spelaren far dock inte det riitta
svaret rakt av och pa sa sitt undviks verifierande feedback.

4.3.2 Programmeringskoncept

En viktig del av tartspelet dr formagan att folja en instruk-
tion, det vill siiga receptet pa tartan. Det dr viktigt att en
spelare enbart gor de saker som star och att de gors i ritt

ordning steg for steg. I programmering &r detta forfarande
mycket vanligt, men brukar dir kallas for att folja en al-
goritm. I programmeringsalgoritmer dr det ofta viktigt att
saker sker i en specifik ordning for att 6nskat beteende ska
uppnas. Om néagot skulle goras for tidigt sa kan ett program
bete sig konstigt och likasa dr fallet i spelet. Om spelaren
till exempel forsoker att ldgga dit tartbottnen sist s blir re-
sultatet inte alls som pé receptbilden. Om instruktionen inte
foljs far detta alltsa konsekvenser for hur resultatet blir, det
vill sdga tartans utseende. Tartspelet ger sdledes en intro-
duktion till algoritmer och ett tankesétt som &r viktigt i pro-
grammering. Nir spelaren anser sig firdig med sin tarta
plingar denne pa klockan, vilket motsvarar att firdig kod
exekveras.

4.4. Resultat fran LoFi-testerna

I detta stycke kommer resultatet fran de tva testtillfillena
presenteras. Detta inkluderar en sammanstillning av ped-
agogernas enkitssvar samt en kort redogorelse fran diskus-
sionen som tar upp visentliga tankar och idéer som uppkom
med avseende pa prototyperna.

Totalt var det fyra personer som testade prototyperna, tva
fran Lund och tva fran Veberdd. Pedagogerna fran Lund ar-
betar i en forskoleklass pa en grundskola (F-klass till dk 9)
med Montessoripedagogik, medan de tva pedagogerna fran
Veberod arbetar pa en forskola (ar 1 till ar 6) med inspira-
tion fran Reggio Emilia-filosofin. Tabell 1 listar en testare
med en viss arbetstitel och plats med ett nummer. Detta for
att underlitta hanteringen av enkitsvaren samt kunna iden-
tifiera personerna i testdokumenationen.

Tabell 1. Sammanstéllning av testpersonernas arbetsroll och plats.

Person Plats Arbetsroll
1 Lund Montessoriforskolldrare (F-klass)
2 Lund Montessoripedagog (F-klass)
3 Veberdd | Forskolepedagog, IKT-ansvarig
4 Veberod Pedagogista

Nir Loopspelet (figur 2) testades missade tre av fyra
test-personer instruktionsrutan med de olika blommorna
uppe i vénstra hornet av spelplanen. Alla tre personerna
placerade istillet ut den snabbaste végen till jordgubbarna
och sedan antog de att biet skulle ta samma vig tillbaka till
korgen. Person 1 och person 3 drog med fingret mellan
blommorna nir de skulle placera ut rutten for biet, medan
de andra tva tryckte pa de olika blommorna. Majoriteten av
testperson-erna hade svarigheter med att forsta var de skulle
borja.

Det som utmairkte sig under testerna av Saftspelet (figur
4) var att samtliga testpersoner tog sig an uppgiften pa olika
sétt. En person behovde fundera forst innan denne provade
sig fram, en annan tog direkt den Gversta biten och testade
medan §vriga tva kunde se direkt vilken bit som passade in,
men en av dem valde ocksa att vrida pa den for att se om
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den passade in pa flera sitt.

Samtliga testpersoner klarade av Tartspelet (figur 5) di-
rekt. Det enda som skiljde sig mellan testpersonerna var att
personerna fran Veberdd placerade ingredienserna i riitt ord-
ning men i en hég medan pedagogerna fran Lund placerade
ut ingredienserna liggandes vertikalt i nivaer.

Tabell 2. Totalpoéngen for respektive prototyp.

Fraga | Loopspelet | Saftspelet | Tartspelet

1 10 5 5

2 10 6 5
Totalt 20 11 10

3 16 12 19

4 14 17 19

5 15 16 17

6 17 17 18

7 18 18 19
Totalt 80 80 92

Tabell 2 sammanstiller alla testpersonernas enkétsvar.
Varje testperson svarade pa tre enkiter med samma fragor,
men med avseende pa de olika spelen. Enkédtmallen kan ses
i bilaga A. I tabellen identifieras fragorna med ett nummer
mellan 1 och 7 vilket korresponderar med enkétfragornas
nummer. Personerna behovde ta stillning pa en femgradig
Likert-skala ddr 1 motsvarade “Haller inte alls med” och
5 motsvarade “Haller helt med”. Fraga 1 och 2 uttryck-
tes med negation medan de andra fragorna (3-7) formuler-
ades med den inledande texten “Jag upplevde...”. Siffrorna
i kolumnerna under de tre olika prototyperna (Loopspelet,
Saftspelet, Tartspelet) dr totalpoéngen fran alla fyra testper-
sonernas svar pa respektive enkitfraga. Med andra ord har
varje persons svar med virde mellan 1 och 5 adderats ihop.

I och med att de tva forsta fragorna dr formulerade annor-
lunda #n de Gvriga, har tabellen tva totalsummor. For att fa
det bista resultatet for den Gversta totalsumman ska siffran
bli sa 1dg som mojligt, medan for den undre totalsumman
ska siffran bli sa h6g som mdojligt.

4.4.1 Resultat fran diskussionerna

I bilaga B presenteras de olika diskussionsfragorna som
stélldes till testpersonerna efter att de genomfort testerna
och svarat pa enkiterna. Sammanstillningen nedan kom-
mer redovisas med data fran bada testtillfdllena gemensamt
déa denna undersoknings syfte var att fa aterkoppling pa de
tre spelidéerna.

Alla testpersonerna poédngterade vikten av att framhédva
instruktionsrutan med monstret bittre i Loopspelet. De
foreslog att en visuell effekt, som exempelvis att rutan
lyser upp, skulle underlitta for anvindaren. Vidare var
majoriteten av personerna osdkra pa var pa spelplanen de
skulle borja. Testpersonerna fran Lund foreslog att det

i den upplidsta spelbeskrivningen skulle kunna nimnas att
det dr biet som behover hjidlp. Samtliga pedagoger ansag
ocksa att det var ologiskt att biet skulle behova flyga till
sa manga blommor for att komma till jordgubbarna. Test-
personerna fran Veberdd kom med 16sningsidén om att biet
skulle kunna fa niring vid blommorna eller att biet sam-
tidigt ska plocka en bukett med Panders favoritblommor. En
annan idé som de hade var att introducera nagot sorts hinder
framfor den snabbaste viigen och pa sa sitt forklara varfor
biet behover flyga en omvég (runt hindret). Vidare foreslog
de att spelaren i forldngningen sjélv skulle fa programmera
biet.

Saftspelets storsta utmaning, som diskuterades under
béada testtillfdllena, var att djupseendet i spelet kan vara
svart att forsta. Med andra ord 3D-effekten da tva ror ko-
rsar varandra och det ena roret gar bakom det andra. En
annan utmaning som pedagogerna misstiankte, var att bar-
nen kommer vilja prova sig fram tills de lyckas. Ifall de
skulle misslyckas hade de en idé om att saften skulle spillas
ut pa golvet for att ge den visuella aterkopplingen att det har
blivit fel.

Tartspelet uppfattades som roligast av pedagogerna. Det
de ansag svart med konceptet var att det kan bli utmanande
for barnen att forsta att de gor rétt eftersom tartan inte kom-
mer att se ut som pa bilden forrin de plingar pa klockan och
tartan “bakas ihop”.

Under diskussionen med pedagogerna i Veberod
framkom ocksa att de saknade ett spel som introducerar bar-
nen till programmeringsbegrepp. De arbetade mycket med
analog programmering, det vill siga programmeringstink i
vardagen. Ett exempel pa detta kan t.ex. vara en instruktion
for i vilken ordning barnen ska kli pa sig ytterkliderna da
de ska g ut. Pedagogerna menade att de sjdlva forsoker in-
troducera termer som t.ex. bugg, da nagonting gar fel i den
analoga programmeringen. De menade att ett spel som pa
ett liknande sitt introducerar bregrepp skulle vara till nytta
for dem. De ansdg ocksa att koncept som mdnster och loop
inte var speciellt forekommande i de existerande spel som
de anvénder.

4.5. Slutsatser efter LoFi-testerna

Som det gar att avldsa fran tabell 2 efter en summering fran
bada totalsummorna, fick Tartspelet bist resultat av peda-
gogerna. Den uppfattades bade som littast att forstd och
att genomfora. Saftspelet hamnade i mitten men fick sdmst
betyg pa fraga 3 som handlade om egenbedémning péa hur
vil uppgiften genomfordes. Loopspelet fick dock sdmst och
uppfattades som minst intuitiv. Dédremot diskuterades det
mycket om Loopspelet under diskussionerna.

Efter testerna beslutades det att Loopspelet skulle bli det
spel som tas vidare for utveckling av HiFi-prototyp. Fol-
jande stycken beskriver och motiverar de tankar som ligger
bakom beslutet.
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4.5.1 Jamforelse med andra programmeringsspel

Testningarna gav mycket virdefull information om vad som
saknas hos existerande programmeringsspel. Forskolan i
Veberod arbetade mycket med analog programmering och
inférandet av programmeringsbegrepp i vardagen. De an-
sag att programmeringsbegrepp saknas i existerande spel
for malgruppen.

For att matcha det behov som pedagogerna sag valdes
inférandet av programmeringsbegrepp som en uppgift for
Loopspelet. Spelet ska stegvis introducera programmer-
ingsbegrepp i takt med att spelaren utvecklas och spelets
svarighetsgrad okar. Aktuella begrepp kan t.ex. vara bugg
(ndr nagonting gar fel), loop (i samband med att biet fly-
ger) och sekvens (som synonym till instruktion). I samband
med att flera begrepp infors kan ocksa komplexiteten hos
instruktionen (blommonstret) 6ka. Just monster och loopar
var ocksa sadant som pedagogerna saknade i existerande
spel vilket var en bidragande orsak till att Loopspelet valdes
for vidare arbete.

De existerande programmeringsspel som beskrivits tidi-
gare handlar alla om att pa mer eller mindre avancerade sitt
styra en karaktér ritt genom ett rutnit med hjilp av enkla
instruktioner som "héger”, ”vinster” och “framat”. Scratch
behandlar programmering pa en avancerad niva och lim-
par sig inte for malgruppen 4-6-aringar. Spelen tycks vara
designade sa att en spelare ska uppleva att den haller pa
med just programmering. I Blue-bot, Bee-bot och Lightbot
ar de uppenbara programmeringskoncepten instruktioner,
konsekvenstink och exekvering. Det handlar om att in-
struera en digital eller fysisk robot om hur den ska réra
sig for att na ett visst mal, sedan far roboten utféra detta
och spelaren ser resultatet. Koncept som saknas i de hir
spelen r loopar och monster, vilket ocksa ér ett argument
for att vilja Loopspelet for vidare utveckling da det be-
handlar dessa koncept. Att just loopar och monster saknas
papekades #dven av pedagogerna i Veberod.

En av tankarna bakom de framtagna prototyperna har
varit att de inte ska upplevas som programmeringsspel.
Existerande programmeringsspel uppfattas som starkt kop-
plade lite programmering och kan ha en avskrickande ef-
fekt for de som &r obekanta eller obekvima med &dmnet
teknik. Nagra bidragande faktorer till detta #r att manga spel
handlar om robotar som forknippas med avancerad framtid-
steknik. Dessutom har manga av programmeringsspelen ett
”stelt” uppldgg med ett rutnit som spelplan och nagra in-
struktionsknappar.

De framtagna spelidéerna i detta projekt utspelar sig i
en hemtrevlig och bekant miljo, som en del av ett storre
spelkoncept; att planera ett kalas. Syftet med idéerna hand-
lar inte enbart om att lyckas forflytta sig fran punkt A till
punkt B, utan programmering och logiskt tinkande &r in-
bakade i spelen. Konceptet ir att allt som spelaren lyckas
astadkomma i slutdndan leder till ett fardigt kalas, vilket in-

nebir att det finns en storre mening for spelaren jimfort med
att enbart styra en robot i ett rutnét.

Att spelaren inte ska uppfatta spelet som ett program-
meringsspel samtidigt som spelet introducerar en rad pro-
grammeringsbegrepp kan lata motségelsefullt. Tanken #r
dock att programmeringsbegreppen i spelet ska anvéndas i
ett vardagligt syfte. Ett fel kan t.ex. presenteras som en
bugg sa att spelaren med spelets hjilp far forstaelse for vad
ordet bugg innebdr i en vardaglig kontext, sa att denne i ett
senare skede kan forsta begreppet i dess egentliga kontext.
Nir spelaren sedan lér sig riktig” programmering kommer
denne littare forsta koncept som bugg och att en sekvens &r
en rad instruktioner.

Under testningen av Loopspelet foreslog nagra peda-
gogerna att spelaren sjdlv skulle kunna programmera biet.
Det for visserligen tankarna till Blue-Bot och Bee-Bot, men
det skulle vara intressant att undersdka om, och i sddana fall
pa vilket sitt, det skulle kunna implementeras med hjilp av
teachable agent-metodiken.

4.5.2 Tankar infor utveckling av HiFi-prototyp

Det kan konstateras att Loopspelet ansags vara det spel
med mest utvecklingspotential. Loopspelet var det spel
som diskuterades mest under testningarna och som peda-
gogerna dessutom sag en meningsfullhet i. Det beslutades
darfor att Loopspelet skulle tas vidare for utveckling av
HiFi-prototyp, samt att ett av malen for spelet skulle var att
stegvis introducera programmeringsbegrepp eftersom ped-
agogerna sag ett behov for detta da det inte féorekommer i
de spel som anvénds i nuldget. Dessutom diskuterades moj-
ligheten att bygga ut instruktionerna i Loopspelet sé att de
stegvis blir svarare. Till en borjan kan instruktionen besta
av en kort sekvens som allt eftersom spelaren blir béttre
kan goras ldngre, for att ytterligare lite senare bli en up-
psittning sekvenser: en algoritm. Detta 6ppnar dels upp
for en stegvis okning av svarighetsgraden men ocksa for
att successivt introducera spelaren for fler och fler program-
meringsbegrepp. Vidare konstaterades det att Loopspelets
spelplan behovde designas om till att ha ett konkret hin-
der som stoppar spelaren fran att ta snabbaste vigen till
jordgubbarna. Detta har tidigare diskuterats och infordes
i form av kvistar som &r tdnkta att skymma biets sikt, men
det var inte tillrickligt konkret och tydligt. Instruktionsru-
tan maste ocksa vara tydligare, kanske ska den lysa upp nér
den nidmns i ljudistruktionen sa att spelaren forstar att den
inte dr tryckbar (en del av spelplanen). Nagot sitt att kunna
rensa spelplanen om en spelare gjort fel behdvs ocksa och
efter diskussion med pedagogerna foreslogs en ikon med en
soptunna for detta indamal, eftersom det dr en symbol som
barnen forstar. Sist maste det undersdkas vidare vad som
ska hinda om en spelare inte forstar instruktionerna och inte
sluter loopen, hur ska detta formedlas och vilken feedback
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dr passande?

5. Utveckling av HiFi-prototyp

Den hir sektionen beskriver dels HiFi-prototypen for Loop-
spelet som &r resultatet av den andra stora iterationen i pro-
jektet och dels resultatet efter genomforda tester pa mal-
gruppen 4- till 6-aringar.

Infor utvecklingen av HiFi-prototypen diskuterades re-
sultatet fran LoFi-testerna och foljande punkter identifier-
ades som forbittringsomraden:

e Tydligare ruta med instruktioner

e Tydligare att det 4r biet som spelaren ska hjélpa

e Hur ska det hanteras om spelaren klickar sig snabbaste
végen till jordgubbarna och inte forstar att denne maste
sluta loopen?

e Infor visuellt hinder sa att det #r logiskt varfor det inte
gar att ta snabbaste vigen till jordgubbarna

e Pa vilket sitt ska programmeringsbegrepp inforas?

e Undersok mojligheterna att utdka instruktionerna till
att besta av flera sekvenser: en algoritm

e Undersok mojligheterna att ha en teachable agent

Utover detta ansags foljande punkter vara viktiga for
utvecklingen av HiFi-prototypen:

e Roster och ljudinstruktioner
e Spelets grafik

5.1. Revidering av Loopspelet

Att rutan med instruktioner upplevdes som otydlig under
LoFi-testerna kan vara en foljd av att prototypen var skissad
pa ett otydligt sitt, ddr rutan t.ex. inte skiljde sig i firg
och djup fran ovriga spelplanen. Diérfor beslutades det
att instruktionsrutan i HiFi-prototypen skulle vara mer ut-
stickande och placeras pa en triaskylt som dessutom lyses
upp nidr den omnamndes i ljudinstruktionerna.

For att fortydliga att det &r biet som spelaren ska hjélpa,
samt introducera spelaren till vem biet &r, beslutades det att
biet ska ge spelets instruktioner. Nir spelet borjar ska biet
vara stort pa skirmen och prata med spelaren, sa att det kan
presentera sig sjalv samt forklara spelet, for att sedan min-
ska och placeras i utgangsliget for spelet.

Nagonting som diskuterades mycket infor utvecklingen
av HiFi-prototypen var hur spelet ska hantera fel, mer speci-
fikt om spelaren inte forstar att denne maste sluta loopen
och ta kortaste vdgen till jordgubbarna. Tidigare var det
tankt att biet skulle borja flyga av sig sjédlv nir loopen var
sluten, men det skulle innebéra en del problem om spelaren
inte forstatt att denne maste sluta loopen. Da skulle spelet
behova uppticka att spelaren inte forstatt, t.ex. genom att
lata spelaren ha en viss tid pa sig att ldgga ut loopen innan
ledtradar ges. Det skulle dock vara problematiskt eftersom
en spelare kanske ldgger ifran sig spelet en stund eller bara

tar lingre tid pa sig dn vad spelet forvintar sig. Det var
svart att komma pa en teknisk 16sning som skulle vara pas-
sande for att avgora om en spelare missforstatt instruktion-
erna, varfor idén om att biet skulle borja flyga av sig sjalv
Overgavs. Istillet beslutades det att spelaren ska trycka pa
en knapp nir denne kénner sig fardig, da kan det direkt up-
ptickas om loopen ir sluten eller inte och om sa inte ir fal-
let far spelaren information om detta. Knappens placering
valdes till att vara intill instruktionsrutan sa att den hamnar
efter instruktionen. P4 sa sétt uppmuntras “instruktion forst,
knapptryck sen” vilket dr en logisk hindelsefoljd och dessu-
tom ger knappen en tydlig mappning. Knappen bestdmdes
att vara gron med en play-symbol vilket ger en tydlig affor-
dance. Dessutom ser det ut som att knappen “’sjunker” vid
nedtryckning i syfte att ge feedback.

For att gora spelet mer logiskt behovdes ett visuellt hin-
der, som ska uppmana spelaren att inte ta kortaste vigen till
jordgubbarna, inforas. Det diskuterades mycket kring vad
det skulle kunna vara for hinder. Till en borjan var planen att
det skulle vara Panders som sitter och ldser, sa att spelaren
maste flyga runt honom for att inte bli upptickt. Efter-
som spelet dock skulle testas fristdende och inte som en del
av Magiska tridgarden skulle testpersonerna inte kdnna till
Panders och dirfor overgavs den idén. Istillet valdes en sten
som hinder. Planen var att stenen skulle vara sa pass stor att
det skulle upplevas som att jordgubbarna doljs bakom den.
Det ér lite riskfyllt eftersom spelaren ser planen snett up-
pifran och dirfor sjilv maste tinka sig att stenen &r i vigen,
men stenen valdes dnda som hinder. For att gora spelet yt-
terligare lite mer logiskt och tydligt beslutades det att ljudin-
struktionerna ocksa skulle uppdateras. De ska beskriva att
jordgubbarna finns pa ett hemligt jordgubbsstille och att
biet behover med hjilp av instruktionerna hitta dit, likt en
skattjaktskarta.

Eftersom ett av syftena med spelet beslutades vara att in-
fora programmeringsbegrepp holls ocksa en diskussion om
vilka begrepp som var relevanta att introducera. Med ut-
gangspunkt i de egna programmeringskunskaperna samt i
resultatet fran LoFi-testerna och diskussionerna med peda-
gogerna om vilka begrepp och koncept de saknade i exis-
terande spel, togs beslut om att féljande begrepp var rele-
vanta:

Loop
Instruktion
Bugg
Monster
Sekvens
Algoritm

Dir begreppen sekvens och algoritm bor introduceras
senare i spelet da svarighetsgraden okar. Begreppen bor
introduceras pa ett férklarande vis i ljudinstruktionerna sa
att en forstaelse kan byggas. De bor ocksa underbyggas
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med visuell aterkoppling, som t.ex. att biet flyger i en cirkel
(loop) samtidigt som begreppet introduceras och forklaras.

Utover detta diskuterades ocksa hur fragan om hur
manga fler varv i loopen biet behover flyga for att himta
upp alla jordgubbarna skulle stdllas. Detta testades inte
under LoFi-utvirderingen och l6sningen som anvénds &r
darfor snarlik 16sningen i LoFi-prototypen, eftersom inget
underlag for att designa om 16sningen fanns. Det beslu-
tades dock att de olika alternativen skulle presenteras som
knappar med siffror pa, dér de siffror som finns representer-
ade dr den siffra som &dr korrekt (rdtt antal varv) samt alla
siffror mellan 1 och denna. Det vill sdga, om korrekt an-
tal varv skulle vara 4 finns siffrorna 1, 2, 3 och 4 att vilja
pa. Det diskuterades mycket om malgruppen skulle forsta
siffrorna eftersom det inte dr sjdlvklart att barn pa forskolan
har forstaelse for detta men det beslutades att detta i sadana
falla skulle fa visa sig under testningen.

Vidare beslutades det att utbyggnad av svarighetsgrad
samt mojlighet att ha en teachable agent i spelet lag utan-
for projektets omfattning, varfor detta inte implementerades
i HiFi-prototypen. Omradena diskuteras dock i sektion 6
Diskussion.

5.2. Loopspelet 2.0

Allt det som ndmnts i féregaende avsnitt resulterade i en ny
version av Loopspelet med reviderad spelplan och delvis re-
viderade ljudinstruktioner. Loopspelet som beskrivs i detta
avsnitt dr den version som testades under anvédndartesterna
(se avsnitt 5.3).

Figur 6. Biet berittar om programmeringsuppgiften.

Spelet borjar med att biet #r forstorat pa skidrmen och
berittar for spelaren om spelets uppgift, se figur 6. Un-der
tiden biet pratar dr spelplanen i bakgrunden “utgraad” och
det gar inte att trycka pa nagra knappar. Biet forklarar
uppgiften sdhir: “Jag ska pa kalas och har lovat att ta med
mig jordgubbar. Jag har ett hemligt jordgubbsstille, men
for att hitta dit behover jag din hjilp! I rutan finns en in-
struktion for hur jag ska flyga for att hitta till jordgubbarna
och tillbaka. Folj monstret i rutan och visa mig vilka blom-
mor jag ska flyga mellan. Tryck pa den grona knappen ndr
du dar klar, sa att jag vet néir jag ska borja flyga.”

Figur 7. Instruktionsbriddan blinkar.

Figur 8. Den grona knappen blinkar.

Nidr meningen som beskriver rutan med instruktionen
ldses upp blinkar det gront runt instruktionsrutan, detta gar
att se i figur 7. Nér sedan meningen som beskriver den
grona knappen ldases upp blinkar det istillet gront runt
denna knapp, se figur 8. Nér ljudinstruktionen ar slut
minskar biet i storlek och placeras i utgangsliget for spelet.

Spelplanen bestar av en bakgrund som ska forestilla en
grasslétt med buskar vid horisonten och en ljusbla klar him-
mel. Pa griset finns det sju olika blommor som ir placerade
i en cirkel, alla med olika farger och former. I mitten av
cirkeln finns det en stor gra sten. Vid en av blommorna, den
orange-roda blomman, finns det tre jordgubbar. P& andra
sidan om stenen, mitt emot dir jordgubbarna finns, dr en
stor korg placerad som ocksa &r biets utgangslige. Spelpla-
nen kan ses i figur 9.

Figur 9. Biet beréttar om programmeringsuppgiften.

Uppe i hogra hornet av spelplanen finns en brada med
en uppsittning av tre blomformer och en korg. Dessa ut-
gor instruktionsrutan med blommonstret som spelaren ska
folja. Till hoger om rutan finns en gron knapp med en
”play-symbol” som spelaren ska trycka pa nir denne kin-
ner sig klar med uppgiften och vill att biet ska borja flyga.
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Nere i hogra hornet av spelplanen finns en rod knapp med
en soptunna-symbol, som ir till for att rensa spelplanen ifall
spelaren kidnner sig missndjd och vill borja om.

Nir biet har forklarat speluppgiften och placerat sig vid
utgangspunkten intill korgen, sdger biet: “Vilken blomma
ska jag flyga till forst? Tryck pa den!”.

Figur 10. En blomma 4r markerad.

Tanken &r att spelaren, genom att titta pa instruktion-
srutan, ska folja blommonstret genom att i tur och ord-
ning klicka pa de motsvarande blommorna som finns ute
pa spelplanen. Nir spelaren trycker pa en blomma dras det
ett vitt streck till denne och den valda blomman far gronak-
tigt "glitter”, se figur 10. Forsta gangen spelaren trycker pa
en blomma kommer strecket dras fran korgen till den valda
blomman. Direfter kommer det vita strecket dras fran den
foregdende valda blomman till den nyvalda blomman. Efter
att en blomma &r vald kommer f6ljande ljudinstruk-tion:
“Vilken blomma ska jag flyga till nu? Tryck pa den!”

Figur 11. Alla blommor &r markerade i ritt foljd.

Spelet fortsiitter genom att spelaren klickar pa nista
blomma, ett nytt vitt streck dras till den nyvalda blom-
man med samma uppmaning som tidigare fran biet. Detta
fortsétter tills spelaren har slutit loopen genom att avslut-
ningsvis trycka pa korgen, se figur 11. Direfter trycker
spelaren pa den grona knappen bredvid instruktionsrutan.
Da kommer biet utbrista “Nu flyger vi!" och bérja flyga
till den forsta valda blomman. Ar denna korrekt, i jim-
forelse med den angivna instruktionen pa bridan, siger biet
“Jippi!" och flyger vidare till nista valda blomma, se figur
12.

Figur 12. Alla blommor &r markerade i korrekt f6ljd.

Skulle det vara sa att spelaren valt att klicka pa en
blomma som inte #r med pa brddan (i instruktionsrutan)
kommer biet, efter att spelaren tryckt pa den gréna knap-
pen, flyga i den ordning som spelaren markerat blommorna.
Nir biet anlander till den forsta felaktiga blomma kommer
biet sdga “Oj, hdr var en bugg, sa det blev det fel... Vi
far flyga tillbaka och forsoka igen.”. Spelplanen kommer
da automatiskt rensas pa bade blommarkeringar och dragna
streck och spelaren far borja om fran borjan.

Lyckas spelaren folja monstret i instruktionsrutan kor-
rekt och vilja blommorna i rétt ordning fram till blomman
med jordgubbarna, kommer biet plocka upp en jordgubbe
vid den orange-roda blomman. Nir biet anldnder till den
blomma kommer biet siga “Ah, hiir ir jordgubbarna. Synd
att jag bara orkar bira en i taget.” innan en jordgubbe
plockas upp. Direfter kommer biet flyga vidare till nésta
valda blomma. Figur 13 visar en bild pa nir biet haller i en
jordgubbe och flyger tillbaka till korgen efter att ha besokt
blommorna i rétt foljd.

Figur 13. Biet plockat upp en jordgubbe och &r pa vig till korgen.

I det fall nir spelaren har lyckats plocka upp en jordgubb
men néstvalda blomma ir felaktig, kommer biet sdga “Oj,
héir var en bugg, sd det blev det fel... Nu far vi limna till-
baka jordgubben och forsoka igen". Biet kommer da inta
utgangslédget vid korgen, jordgubben limnas tillbaka och
kommer synas vid den orange-roda blomman tillsammans
med de andra tva jordgubbarna.

Nir spelaren lyckats vélja rétt blommor i korrekt f6ljd
samt plockat upp en jordgubbe och atervint till korgen, lim-
nas jordgubben i korgen. Direfter far spelaren fragan “Men
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Figur 14. Dialogrutan med tva svarsalternativ.

det finns ju fortfarande jordgubbar kvar, hur manga fler
varv i loopen maste jag flyga for att plocka upp alla?". Som
det framgar i figur 14 dyker det da upp en kostumiserad di-
alogruta med tva knappar. Pa den ena knappen star det 17
och pa den andra ”2”. Spelaren ska da ta stillning till om
biet behover flyga ett eller tva varv till for att plocka upp de
resterande jordgubbarna. Med andra ord behover spelaren
ta stdllning till om biet behdver gora en loop eller tva loopar
till.

Viljer spelaren att trycka pa den hogra knappen (27),
kommer biet automatiskt flyga tva varv till. Biet kommer
flyga exakt samma runda som tidigare (blommonstret i in-
struktionsrutan). Varje gang biet passerar blomman med
jordgubbarna kommer en jordgubbe plockas upp och ldm-
nas i1 korgen. Efter det sista varvet kommer korgen ha tre
jordgubbar och dérefter 4r spelet avklarat.

Skulle spelaren istillet trycka pa den vinstra knappen
(’17) 4r tanken att biet flyger automatiskt ett varv. Nér biet
sedan anlénder till korgen och limnar den andra jordgubben
i korgen kommer biet konstatera att det fortfarande finns
en jordgubbe kvar. Samma fraga kommer upprepas och
spelaren kommer fa tva nya alternativ dédr det ena dr kor-
rekt (i detta fall 1”) och det andra &r felaktigt.

Tyvirr hanns det sistndmnda i stycket ovan inte im-
plementeras infor anvidndartesterna. Hur spelet egentligen
hanterade de fall da fel alternativ valdes (ett varv), var att
spelplanen nollstilldes och spelaren var tvungen att borja
om fran borjan med att utfora speluppgiften.

5.2.1 Teknisk implementation

Spelet implementerades i React.js och Phaser.js som ett
webbspel. React.js (React) dr ett ramverk for webbapp-
likationer och Phaser.js (Phaser) ir en spelmotor som kan
koras i en webbldsare. Phaser dr det som driver spel-
grafiken, ljudet och animering av biet genom en typisk
game loop-arkitektur som aterfinns i de flesta spelmotorer.

De statiska elementen i anvidndargrinssnittet, till exempel
de olika knapparna och instruktionsrutan, dr byggda i Re-
act och kan kalla pa Phaser-metoder for att dndra pa spelets
tillstand.

For att underlitta distribution av spelet sa anvindes
Netlifly, en tjdnst som automatiskt kompilerar kod fran
Github och laddar upp den senaste versionen av spelet till
en server (https://mamnl35.netlify.com/). Spelet kan alltsa
direkt spelas i vilken webblidsare som helst med en Interne-

tuppkoppling.

5.2.2 Grafik

Verktyget som anvindes for att rita grafiken var Adobe Pho-
toshop CS6. Alla delar i spelet, forutom den grona och
roda knappen, dr designade och ritade férhand. En digi-
tal moodboard gjordes innan grafikritandet paborjades, se
bilaga C. Moodboarden bestod av olika bilder i syfte att vi-
sualisera idéer samt for att fi en kénsla for stimningen och
konceptet som eftersoktes i spelet. Bilderna pa moodboar-
den representerade olika firgkoncept, monster och texturer
som skulle vara utgangspunkten for designen av grafiken.
Konceptet det strivades efter var att grafiken skulle efter-
likna verkligheten med valet av farger och objekt, men vara
fargstarkare, samt att fiargskalan skulle vara relativ ljus.
Gradienter av firger anvindes flitigt for att ge bakgrunden
ett naturligt djup for att oka forstaelsen av spelplanen for
spelaren. Blomobjekten valdes att vara fargglada och inbju-
dande och jordgubbarna beslutades vara lite stérre och mer
markanta.

5.3. Resultat fran HiFi-testerna

I detta avsnitt kommer resultatet fran de tva anvin-
dartesterna pa spelets malgrupp presenteras gemensamt.

Testningen utfordes pa totalt 16 elever i aldersspannet 4
till 6 ar. 8 av dessa 16 elever utforde testet enskilt medan
resterande gjorde testet i par. Testet utgick fran testplanen
som aterfinns i bilaga D. Under testet fick eleverna spela
igenom prototypen pa en iPad. iPadens skidrm spelades in
under testsessionerna och ett testprotokoll fordes med ob-
servationer och kommentarer fran eleverna. Detta for att
lattare kunna utvérdera och analysera testningen. Maxti-
den for varje enskilt test var satt till 15 minuter. I testpro-
tokollet eftersoktes ett antal delmal. Dessa delmal var mo-
ment i spelet som ansags pavisa hur vil eleven hade forstatt
uppgiften i spelet. Mallen for testprotokollet aterfinns i bi-
laga E.

Innan testet paborjades blev eleverna fragade ifall de
hade anvint en iPad tidigare. Det visade sig att majoriteten
av deltagarna hade tidigare erfarenhet av en iPad, antingen
genom skolan eller hemifran.

Det forsta delmalet som eftersoktes i testprotokollet var
huruvida testpersonen uppmérksammade spelets instruk-
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tionsruta. Instruktionsrutan ér nodvindig for att klara spelet
och det ar darfor av stor vikt att denna dr tydlig och uppfat-
tas av spelaren. Majoriteten av testdeltagarna la mirke till
instruktionsrutan. Flera av dessa forsokte dock att trycka
pa blommorna i instruktionsrutan istéllet for pa blommorna
pa spelplanen. Efter att de hade fatt forsoka ett tag fick de
en ledande fraga av testledaren. Friagan som stilldes var
om blommorna som de foérsokte trycka pa i rutan fanns na-
gon annanstans ocksa. De allra flesta hittade da blommorna
pa spelplanen och klarade av att f6lja instruktionen. Na-
gra av dem som forst uppmirksammade instruktionsrutan
och klickade pa den gick over till att trycka pa godtyckliga
blommor pé spelplanen. De kopplade helt enkelt inte ihop
instruktionen med spelplanen och fick dirfor lite hjélp efter
en stunds testande. Nagra av testdeltagarna missade helt in-
struktionsrutan och behdvde fa denna forklarad for sig for
att lyckas ta sig igenom spelet. Det fanns dven nagra fa test-
deltagare som forstod direkt att de skulle hitta motsvarande
blommor i instruktionsrutan pa spelplanen.

Den sista instruktionen i rutan var korgen, vilket ocksa
var startpositionen dir biet var placerad. Tanken med detta
var att gora ett varv och sedan avsluta med korgen, med
andra ord gora en sluten loop. Nagra av testdeltagarna fast-
nade pa denna instruktion och forstod inte att de skulle till-
baka till korgen efter att de hade tryckt pa den sista blom-
man.

Delmal 2 i testprotokollet uppnaddes i de fall eleverna
forstod att de kunde trycka pa blommorna. Ungefir en
tredjedel av testdeltagarna forstod direkt att blommorna pa
spelplanen var klickbara. Resterande behdvde en ledtrad
fran testledaren for att inse detta. Nagon av eleverna
forsokte att med fingret dra ett streck fran biet till en av
blommorna istillet for att klicka pa blomman.

Flera av eleverna klickade pa alla blommor i cirkeln i tur
och ordning for att pa detta sitt sluta loopen. Andra slot
loopen med godtyckliga blommor utan att passera jordgub-
barna och missade siledes huvuduppdraget med spelet: att
hjélpa biet samla in jordgubbarna. En annan variant som
observerades under testet var att en deltagare enbart klick-
ade pa blommor fram till jordgubbarna och sedan ansag
sig fardig. Alla dessa varianter av att klicka pa godtyck-
liga blommor var en foljd av att instruktionen hade missats.
Eleverna provade sig helt enkelt fram istillet.

Delmal 3 i testprotokollet uppnaddes ifall eleverna
forstod att de skulle trycka pa blommorna enligt instruk-
tionen. Tidigare nimndes det att en majoritet av eleverna
uppmirksammade instruktionsrutan. Andelen av dessa som
utan hjélp ocksa forstod att blommorna pa spelplanen var
klickbara var vildigt fa.

Om testpersonen forstod att denne skulle trycka pa den
grona knappen for att fa biet att borja flyga, uppnaddes
delmal 4. Manga av eleverna kom ihag att trycka pa den
grona knappen nir de hade slutit loopen. Andra tryckte

péa knappen efter en ledande fraga fran testledaren. Fra-
gan som testledaren stédllde var “vad skulle man goéra nér
man var fardig?”. Det forekom ocksa att nagon av testdelt-
agarna forsokte trycka pa den grona knappen redan under
den inledande ljudinstruktionen. En annan tryckte pa knap-
pen utan att ha slutit loopen.

Det sista delmalet avser om testdeltagaren forstod hur
denne skulle svara pa fragan om hur manga loopar biet be-
hovde flyga for att plocka upp de resterande jordgubbarna.
Detta moment var det tveklost flest som uppnade utan hjilp.
Négon behovde en ledtrad om att antal varv i loopen som
skulle flygas motsvarade antalet jordgubbar som var kvar
pa spelplanen.

Alla testdeltagarna utom en fullfljde hela testet. Av de
som fullfoljde testet klarade alla av att ta sig igenom hela
spelet med varierande méngd hjélp fran testledaren. Nagra
fa forstod alla moment i spelet utan ndstan nagon hjélp eller
ledtradar 6ver huvudtaget.

Efter att testdeltagarna spelat spelet fick de fragan om de
tyckte att det var kul, samtliga testdeltagare svarade ja.

5.3.1 Pedagogens tankar om HiFi-prototypen

Under testsessionen pa Maria Montesoriskolan gavs det
tillfalle att prata med en av pedagogerna som deltog i test-
ningen av LoFi-prototypen. Pedagogen fick prova HiFi-
prototypen och delade med sig av foljande tankar och kom-
mentarer.

Pedagogen ansag att spelet fick eleverna att trina pa att
se monster som ocksa dr ett moment i laroplanen for matem-
atik, vilket ar bra. Vidare berittade pedagogen att spelet
dirfor skulle kunna anvindas som ett bra kompletterande
material “som vilket annat Montessorimaterial som helst pa
hyllan”. Pedagogen ansag ocksa att spelet gav en bra moj-
lighet till att tréina pa att f6lja instruktioner.

En annan kommentar som gavs var att foljande del ur
den inledande instruktionen var nagot vilseledande: Tryck
pa den gréna knappen néir du dr klar.. Pedagogen menade
att det var oklart vad “klar” syftade pa och att det inte rik-
tigt framgick om det var loopen som skulle vara klar eller
om spelaren skulle trycka pa den grona knappen nir denne
hade lyssnat klart pa ljudinstruktionen. Dédremot ansag ped-
agogen att det vara bra att instruktionen inte beréttade hur
spelaren inte skulle gora och att ordet “’inte” ej forekom vid
felfeedback.

Avslutningsvis tyckte pedagogen att spelet behdvde vara
ldngre och innehalla fler nivaer &n i sin nuvarande utformn-
ing for att vara ldrorikt, meningsfullt och inkluderas i skol-
undervisning.

6. Diskussion

Instruktionsrutan i Loopspelet &dr nyckeln till att kunna klara
av spelet. Darfor ér det viktigt att denna omhindertas, des-
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ignas och implementeras med forsiktighet. Det finns for-
bittringspotential hos instruktionsrutans konstruktion samt
hos presentationen for anvindaren. Hela instruktionsrutan
hade kunnat vara storre med storre korg- och blomikoner.
Blommorna hade kunnat fortydligas en aning med exem-
pelvis en ljusare firg pa bridan eller en svag skugga runt
blomformerna. Detta for att de ska sticka ut fran bridan lite
mer dn vad de gor i nuldget, men samtidigt inte missleda
spelaren genom att framstélla blomikonerna som tryckbara.
Korgen i instruktionsrutan kunde ocksa fortydligas da den
kamoufleras med bridan utan en tydlig kant (outline). Den
vita kanten anvéndes for att fa korgen att sticka ut fran bak-
grunden, men gjorde framstéllningen av instruktionen pa
briadan inkonsekvent. En 16sning hade forslagsvis varit att
sétta en smal vit kant d@ven runt blomformerna.

Det idr ocksa intressant att diskutera ordvalet “ruta” i
ljudinstruktionen. Fragan 4r om det inte hade varit tydli-
gare om instruktionsrutan istéllet kallats for instruktions-
brida eller brdadan med instruktioner. Begreppet “instruk-
tionsruta” uppkom under LoFi-prototypen da den ritades pa
papper som en ruta. Vidare valdes under revideringen av
LoFi-prototypen (se avsnitt 5.1) att instruktionsrutan skulle
blinka nédr den omnidmndes i ljudinstruktionen. En idé for
att underlitta forstaelsen med instruktionsrutan och instruk-
tionen skulle vara att rutan blinkar nir den omnamns, men i
den efterféljande meningen (F6lj monstret i rutan och visa
mig vilka blommor jag ska flyga mellan) blinkar blommorna
inuti rutan istillet, for att fortydliga blommornas (och kor-
gens) funktion. Den blinkande firgen skulle ocksa kunna
dndras till en annan firg, exempelvis gul eller orange, for
att dra till sig spelarens uppmérksamhet. Den grona fargen
som anvinds i nuliget smilter in med spelplanens féargval.
Dessutom utmirkte sig inte den grona nyansen nidr den
blinkar runt den grona play-knappen. Det kan dock konstat-
eras att 4&ven om den blinkande funktionen kan forbittras,
sa var det mycket bra att den fanns. Det var tydligt under
testerna att nér rutan och knappen blinkade tittade testper-
sonerna pa rutan respektive knappen och testade att trycka
pa dem.

Som konstaterat under redogorelsen av testresultaten var
det manga som inte forstod hur de skulle hantera instruk-
tionsrutan utan hjilp. Testpersonerna verkade ha svart att
koppla att instruktionerna var en bild eller karta av spelpla-
nen och att blommorna i instruktionen ocksa fanns ute pa
spelplanen. Flera testpersoner forsokte trycka direkt pa
blommorna i instruktionen. Nir de fick lite hjdlp var det
dock en majoritet som forstod konceptet, vilket far ses
som ett mycket bra resultat da spelet kommer att vara ett
laroverktyg. Eftersom manga verkade forsta vad de skulle
gora efter ett tag, kan det konstateras att nir testperson-
erna vil forstatt att instruktionen inneholl representationer
av blommor snarare #n de blommor denne skulle trycka pa,
var de kapabla att 16sa uppgiften.

En del fragetecken dok ocksa upp rorande den grona
knappen under anvidndartesterna och kommenterades dven
av pedagogen. Symbolen pa knappen kan missuppfattas
som att spelet sitts igang nir denne trycker pa den. Tolknin-
gen dr i viss man ritt, tanken dr att biet ska borja flyga
vid tryck pa den grona knappen. Ett forslag skulle vara
att ersitta symbolen med en ikon pa biet eller med ett par
flaxande vingar. For att ytterligare fortydliga att knappen
inte startar spelet utan far biet att borja flyga bor dven ljudin-
struktionen fordndras. I nuldget far spelaren hora ”Tryck pa
den grona knappen nir du ir klar, sa att jag vet nir jag ska
borja flyga”, bara att undvika ordet “’klar” och istéllet sdga
exempelvis “tryck pa knappen nir jag ska borja flyga” hade
kunnat fortydliga dess funktion. Ett annat alternativ skulle
vara att ta bort den grona knappen helt och i ljudinstruktio-
nen istillet be spelaren trycka pa biet (pa spelplanen) nér
denne vill att biet ska borja flyga.

Vissa testdeltagare valde att trycka pa andra blommor
efter att de foljt instruktionen, istéllet for att trycka pa ko-
rgen. Det kan bero pa otydligheten med korg-ikonen som
tidigare beskrivits. Ett forslag som gavs fran en testperson
var att byta ut korgen mot ett bi, for att forstirka forstaelsen
for att spelaren ska atervinda till utgangspunkten. Det kan
ocksa bero pa ljudinstruktionen “Vilken blomma ska jag
flyga till nu? Tryck pa den!”. Efter att den sista blom-
man i instruktionen valts av spelaren blir det missvisande
nir ljudfeedbacken uppmanar spelaren att flyga till en annan
blomma, nir spelaren egentligen bor trycka pa korgen for
att sluta loopen. I detta fallet bor det 6verviagas om ljudin-
struktionen helt ska skippas eller om den ska bytas ut mot
en annan fras.

Visst trial & error-beteende kunde observeras under test-
ningen. Nir en spelare inte hade forstatt att denne skulle
folja instruktionen var det vanligt att denne testade sig fram
genom att trycka slumpmissigt pa olika blommor. Det kan
dock konstateras att ingen testperson lyckades klara spelet
pa detta sitt, vilket dr en logiskt foljd av att det finns vildigt
manga olika kombinationer. Det ir inte I6nsamt att tillimpa
en trial & error-startegi i det hér fallet, till f61jd av de manga
kombinationerna, utan det far antas att de testpersoner som
provade sig fram gjorde detta eftersom de inte alls hade
forstatt vad de skulle gora. Det var alltsa formodligen inte
en utarbetat trial & error-strategi.

En intressant iakttagelse som gjordes var att nagra av
testpersonerna valde att trycka pa alla blommor i tur och
ordning runt den stora stenen for att sedan avsluta med ko-
rgen. Pa ett sitt visar det att det visuella hindret, den stora
stenen, uppfyllde sin funktion med att spelaren inte ska
vélja ”snabbaste vigen” till jordgubbarna. A andra sidan,
som namnt under resultatdelen fran anvindartesterna (avs-
nitt 5.3), visar det att spelaren har missat instruktionsrutan
och inte forstatt speluppgiften till fullo. Att spelare testade
att trycka pa alla blommor i tur och ordning kan vara en
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foljd av att blommorna var placerade i en cirkel, tanken var
egentligen att blommorna skulle vara utplacerade over hela
spelplanen och inte endast runt stenen. Det hade varit in-
tressant att testa spelet med blommor dver hela spelplanen,
eftersom en spelare da formodligen inte hade upplevt riktigt
samma uppmaning att trycka pa alla blommor i tur och ord-
ning. Det kan ha uppfattats som att blommorna i cirkeln och
instruktionsrutan var lite motsigelsefulla: & ena sidan finns
instruktioner men & andra sidan dr blommorna tilltalade att
trycka pa i en cirkel, bl.a. eftersom méinniskor gillar att se
slutna monster.

Eftersom manga testpersoner klarade spelet med lite
hjélp borde mojligheten att implementera viss hjélp i spelet
undersokas. Ljudinstruktionen i borjan kan goras om sa att
den innehaller mer av den informationen som testledaren
under testerna behovde hjdlpa tespersonerna med. Ett
helt fungerande spel skulle ocksa kunna ge ledtradar lik-
nande de som testledaren gav. Om en spelare t.ex. tycks
trycka helt slumpméssigt pa spelplanen kan instruktionsru-
tan borja blinka igen och spelet kan papeka nagot i stil med
”kan du hitta blommorna i instruktionen pa spelplanen?”.
Kanske var den inledande ljudinstruktionen dven lite for
lang. Manga testpersoner kunde komma ihag att de skulle
trycka pa den gréna knappen nir de var klara, vilket var
det sista som sades i instruktionen. Det kan tyda pa att de
mindes det som sagts senast men inte riktigt det som sagts
innan. Det var inte heller nagon testperson som anvinde
soptunna-knappen. Det kan bero pa att den aldrig omnim-
ndes i ljudinstruktionerna. Anledningen till att den inte
gjorde det var eftersom den inledande instruktionen redan
var lang. Vid en vidareutveckling av spelet hade det varit
bra att introducera den roda soptunna-knappen. Ett forslag
hade varit att instruktionerna eventuellt hade kunna komma
stegvis, sa att spelaren inte far all information pa en och
samma gang.

Eftersom nistan inga testpersoner hade nagra problem
med att svara pa hur manga fler varv biet behovde flyga
for att plocka upp resterande jordgubbar antas den imple-
menterade 16sningen for detta vara bra. Det kan dock finnas
en poidng med att ha i atanke att det i prototypen endast
fanns tva alternativ vilket dirfor gav spelaren 50% sanno-
likhet att gissa ritt. Testpersonerna valde dock ofta ritt al-
ternativ utan att tveka, vilket dnda tyder pa att de forstod
vad de gjorde.

En annan liten fordndring som skulle kunna goras ir att
byta ut biet mot nagot annat flygande djur, till exempel en
fjaril. Detta for att spelet i mindre utstrickning ska jamforas
med andra programmeringsspel som anvénder sig av bin,
som exempelvis Bee-Bot.

Som en kommentar pa testerna dr det under anvén-
dartester bra att ha med anvidndare som inte har mycket er-
farenhet inom omradet for att representera anvindare med
lag kompetens som potentiellt kan anvinda systemet, i detta

fall programmeringsspelet. Pa engelska kallas dessa test-
personer for Least Competent Users (LCU). I det hér fallet
ar malgruppen barn i aldrarna 4-6 som ska lédra sig samt fa
en introduktion till programmering med hjélp av spelet som
kors pa en iPad. Dérav utgors spelets LCU av de testper-
soner som aldrig anvint en iPad forut.

Avslutningsvis #r det viktigt att ha i atanke att spelet som
utvecklats &r ett pedagogiskt verktyg, ett stod for pedagoger
att inkludera i sin undervisning i syfte att utveckla barnens
forstaelse for programmering. I och med att det &r ett nytt
koncept och det var forsta gdngen som barnen kom i kon-
takt med spelet, gor det inget att testledaren fick hjilpa test-
deltagarna under testerna. Barn behover olika mycket hjilp
och har olika inldrningskurvor. Loopspelet 4r inte till for att
examinera barnen utan for att de ska ldra sig och fa okad
forstaelse for programmering pa ett lekfullt men ldrorikt
sitt. Dirfor kan det bli lite svart att dra nagra exakta slut-
satser utifran testtillfillena da spelet var for kort for att barn
ska hinna ldra sig samt for de nya begreppen att sjunka in.

6.1. Utokad svarighetsgrad

For att bygga ut spelet till att innehalla flera svarighet-
snivaer och introducera fler programmeringsbegrepp
diskuterades nagra 16sningar som t.ex. att spelaren ska
folja tva olika instruktioner och pa sa sitt skapa tva olika
loopar. Utover att plocka jordgubbar kanske spelaren ocksa
behover plocka blabér och gor da tva olika loopar som ska
koras olika antal ganger. Hir kan ocksa begreppen sekvens
och algoritm introduceras: spelaren blir presenterad for
de tva olika sekvenserna som resulterar i en algoritm. Att
ta med detta i HiFi-prototypen ansags dock ligga utanfor
projektets omfattning.

I Magiska tridgarden finns en liten trollkarl som kommer
och ”stiéller till det” for spelaren ibland, genom att till ex-
empel gora spelet lite svarare. Om Loopspelet skulle goras
till en del av Magiska tridgarden skulle trollkarlen kunna
anvindas dven hiar. Denne skulle till exempel kunna kasta
om ordningen hos blommorna i instruktionen sa att instruk-
tionen forindras eller fordndra antalet jordgubbar.

6.2. Kompletterande material

En intressant tanke som diskuterades under projektets gang
var om programmeringsspel bor anvindas i forskolan till-
sammans med nagot kompletterande fysiskt material till
pedagoger. Materialets syfte skulle vara att ta digital pro-
grammering och gora det analogt. Det kan handla om lekar
med programmeringstink som utgar fran exempelvis mon-
ster och instruktioner eller forslag pa i vilka sammanhang
programmeringsbegrepp kan anvéndas i barnens vardagsliv.
Materialet ska uppmuntra till analog programmering som
komplement till de digitala spelen, for att undvika att kun-
skaperna blir kontextberoende.

Att utveckla sddant material dr utanfor det hir projek-
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tets omfattning, men det dr vért att namna infor framtiden.
Utover att det stirker barnens forstaelse for programmering
kan det ocksa bidra till att pedagogerna far 6kad forstaelse
for vad programmering innebdr. Under diskussionen med
pedagogerna nimnde samtliga att de sjdlva kan ha svart
att forstd programmering och att det ddrmed blir en storre
utmaning att ldra ut till barnen. Material som berdr pro-
grammering i forskolan maéste vara skrivet for pedagoger
pa ett sitt som inte avskricker dem ifran det. Det ska
snarare uppmuntra till ett intresse som gar att associera till
det vardagliga livet och ses som en kompetensutveckling.
Som kompletterande material till Loopspelet skulle en
analog spelplan kunna utvecklas, det skulle exempelvis
kunna ta formen av en matta med olika blommor pa. Till
detta skulle en uppsittning 16sa blommor medfolja, sa att
eleverna kan placera de 16sa blommorna i olika monster
och lata sina kompisar folja monstret genom att rora sig
pa mattan eller forslagvis dra en grantrad mellan blom-
morna. Med kompletterande instruktioner till pedagoger
som introducerar enklare programmeringsbegrepp, samma
som de som anvinds i spelet, blir det en analog variant av
Loopspelet. Detta kan i sin tur dels hjilpa barnen att fa
okad forstaelse for programmeringskonceptet och dels upp-
muntra till samarbete och gemensam problemldsning.

6.3. Feedback

Arbetet med feedback har varit viktig under utvecklin-
gen av bade LoFi- och HiFi-prototyper. Den hir sektio-
nen beskriver och diskuterar tankarna bakom den tilltinkta
och implementerade feedbacken under projektets bada iter-
ationer.

6.3.1 Feedback i LoFi-prototyperna

I samtliga spelidéer har feedbacken utformats med maélet att
vara utvecklande. Eftersom spelen ir tidnkta att vara larande
har verifierande feedback undvikits. Feedbacken &r utveck-
lande eftersom spelaren i alla de tre spelen far se vad som
blir konsekvensen av deras felhandling: alla jordgubbar blir
inte upphémtade, saften rinner fel, tartan ramlar ihop. Den
utvecklande feedbacken ligger i att spelaren far en ledtrad
om vad som gick fel, genom att denne visuellt far se re-
sultatet av sin handling. Om spelaren upprepade ganger
misslyckas kan ytterligare ledtradar ges, t.ex. genom att
visentliga delar av spelaplanen lyses upp.

Under designen av feedbacken har det varit viktigt att
fanga programmeringskonceptet gor forst exekvera sen”.
Samtliga spel implementerar darfor detta. Det dr ocksa
ett sétt att undvika verifierande feedback och trial & error-
strategier. Feedbacken édr heller inte for uppmuntrande. Vis-
serligen far spelaren en uppmuntrande kommentar nér den
gOr ritt, t.ex. nir biet passerar en blomma som ir korrekt
enligt instruktionen, men detta dr for att pavisa att spelaren

gjort ritt och dr ddrmed relevant for spelet. Uppmuntrande
feedback som inte har ndgon koppling till spelen finns inte.
Spelaren far heller inga poing pa sin prestation, pa sa vis
undviks resultatfeedback.

Tidigare under projektets gang var planen att feedbacken
i Tartspelet och Loopspelet skulle vara mer direkt. I Tart-
spelet skulle bitarna falla pa plats direkt da de lades ut pa
fatet och inte, som nu, falla pa plats forst efter det att alla
bitar lagts ut och spelaren plingar pa klockan. I Loopspelet
skulle spelaren fa feedback direkt vid klick pa en blomma
huruvida den var korrekt eller inte. Efter att ha diskuterat
hur den typen av feedback skulle paverka dels mojligheten
for spelaren att anvinda en trial & error-strategi, dels pa
vilket sitt detta demonstrerar ”gor forst exekvera sen” togs
beslutet att fordndra feedbacken. 1 bada fallen hade detta
uppmuntrat till trial & error-beteende och programmer-
ingsmetaforen hade gatt delvis forlorad.

6.3.2 Feedback i HiFi-prototyperna

Samma tink kring feedback som genomsyrade LoFi-arbetet
har foljt med in i HiFi-prototypen av Looopspelet. Un-
der arbetet med HiFi-prototypen har feedbacken for larande
varit viktig, men ocksa den feedback som gor att spelaren
forstar spelet har diskuterats. Exempel pa sadan feed-
back dr det blinkande, grona ljuset runt olika vitala delar
av spelaplanen under spelets introduktion samt “glittret”
runt markerade blommor. Detta dr feedback som hjilper
spelaren orientera sig i spelet. Glittret runt blommorna &r ett
designbeslut som tillkommit under HiFi-arbetet, eftersom
det ansags att endast streck mellan blommorna (som var
orginalidéen) inte var tillriicklig feedback. Aven ljudfeed-
back har varit viktigt for HiFi-prototypen, men som tidigare
diskuterat bor det overvigas igen hur denna feedback ska
utformas for att inte forvirra spelaren. Fallet da biet siger
“Vilken blomma ska jag flyga till nu? Tryck pa den!”, nir
det i sjélva verket ska flyga tillbaka till korgen, dr ljudfeed-
back som borde designas om baserat pa testresultatet.
Redan under LoFi-arbetet fokuserades det mycket pa hur
feedbacken skulle bli utvecklande. Det visade sig under
testerna att visst trial & error-beteende fanns hos testperson-
erna, men ingen lyckades klara spelet med denna strategi
varfor det kan konstateras att det dr kostsamt att 16sa spelet
pa detta sitt. Dock bor feedbacken da en spelare sluter
loopen pa fel sitt utvecklas, eftersom manga inte forstod
direkt varfor de gjorde fel utan testade igen och gjorde fel
dven denna gang. Till exempel skulle blommorna i instruk-
tionsrutan som spelaren lyckats vélja korrekt kunna lysa
upp nér biet passerar dessa, for att visa for spelaren att det
finns en koppling mellan spelplanen och instruktionsrutan.
Vidare finns utvecklande feedback da spelaren ska vilja
antal varv som biet ska flyga i loopen for att himta upp alla
jordgubbarna. Om spelaren viljer for fa antal varv kom-
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mer biet att flyga det valda antalet varv och himta upp
en jordgubbe per varv. Nir biet sedan dr fardigt kommer
spelaren se att det fortfarande finns jordgubbar kvar och kan
da ange igen hur manga varv till biet maste flyga for att
himta upp de resterande jordgubbarna. Spelaren kommer
alltsa att se konsekvensen av sitt fel och férhoppningsvis
forsta varfor det blev fel. Tyvirr hann inte detta att im-
plementeras infor testerna och darfor finns det inte nagot
testresultat som understodjer hur vil feedbacken fungerar i
sammanhanget.

Figur 15. Exempel pa en teachable agent i Loopspelet.

6.4. Teachable agent

Att implementera en teachable agent i HiFi-prototypen an-
sags ligga utanfor projektets omfattning, men pa vilket sétt
en teachable agent skulle kunna finnas med i spelet diskuter-
ades. Det konstaterades att detta skulle kunna goras pa lik-
nande sitt som i Magiska tridgarden: att den digitala eleven
efter ett tag kommer in i spelplanen och tittar pa for att
sedan forsoka sjilv. Den digitala eleven kan foresla vilken
blomma som borde vara nésta och spelaren far da ta still-
ning till om detta dr korrekt eller ej. Figur 15 illustrerar hur
det hade kunnat se ut med en teachable agent i Loopspelet,
dér karaktdren Panders fran Magiska tridgarden ir den dig-
itala eleven.

6.5. Felkillor

Under bada iterationerna finns det intressanta iakttagelser
som det behover tas hidnsyn till i denna rapport. Dessa iak-
ttagelser kan ses som felkillor som bade beror pa misstag
under projektet och observationer fran de olika testerna.

6.5.1 Felkillor fran forsta iterationen

Eftersom det totalt endast var fyra pedagoger, fran tva olika
skolor, som medverkade i testsessionerna blir de insamlade
enkdtsvarens vérden inte statistiskt signifikanta och ddrmed
ar variansanalys inte relevant i detta sammanhang. Det var
dock kint fran borjan och fanns i atanke vid insamlingen
och utvirderingen av resultaten. Bade enkiterna och in-
tervjufragorna anvindes for att bygga en kvalitativ analys
kring de aspekter dr feedback efterfragades.

Det &r svart att testa pappersprototyper pa barn och dér-
for har detta inte ingatt som ett moment i projektet. Inga
slutsatser kan dérfoér dras om vad malgruppen tycker om
spelen och ddrmed #r det ocksa svart att avgora hur spe-
lens svarighetsgrad bor vara. Gruppen valde att analy-
sera spelkoncepten utifran pedagogernas inputs och erfaren-
heter.

Aterkopplingen fran pedagogerna som har samlats in och
analyserats introducerar tva bakomliggande faktorer som
kan leda till missvisande fakta: pedagogernas gissning pa
vad de tror att barn tycker om, som de nodvindigtvis inte
behover gora, samt att det finns en risk att pedagogerna
eventuellt inte svarade helt drligt pa enkitfragorna eftersom
de kanske ville undvika att kritisera projektet.

I enkiiten som pedagogerna fick fylla i var de tva forsta
fragorna stillda som negationer medan resten av fragorna
inte var det. Det kan diskuteras huruvida detta 4r bra eller
daligt, men da enkiten konstruerades togs inga beslut om
hur resultatet skulle sammanréknas, vilket gjorde att pre-
sentationen av resultatet delades upp mellan de olika grup-
perna av fragor (tabell 2). Resultatet hade istillet kunnat
presenteras som en totalsumma om virdet av negationerna
riaknats som sitt motsatsvirde, vilket hade underlittat pre-
sentationen.

6.5.2 Felkillor fran andra iterationen

Under andra iterationen kan felkillorna delas upp i tva
delar: faktorer relaterade till implementationen av HiFi-
prototypen samt faktorer relaterade till sjdlva anvin-
dartesterna.

En betydande felkilla var att all funktionalitet inte var
implementerad infor testet. Om spelaren trycker pa den
grona knappen utan att ha valt ndgon blomma, borde
spelaren blivit uppmanad att titta pa instruktionsbridan
samt trycka pa en blomma. Feedback borde ocksa ges i
de fall da spelaren inte lyckats sluta loopen men #nda tryckt
pa den grona knappen, detta exempelvis i form av att biet
flyger fram till blomman och siger nagot i stil med att det
har blivit fel.

I de fall da spelaren f6ljt blommonstret korrekt fram till
och med blomman vid jordgubbarna men sedan valt fel
blomma efterat, kommer biet inte plocka upp en jordgubbe.
Istdllet flyger biet forbi den orange-roda blomman, som om
det vore en “’korrekt” blomma, och vid den felaktiga blom-
man kommer spelet uppfora sig som det dr tinkt att gora vid
felvald blomma.

Om en spelare viljer fel antal varv da denne ska ange hur
manga fler varv biet behover flyga i loopen, rensas spelpla-
nen istéllet for att spelaren far forsoka igen efter det att biet
flugit det angivna (for fa) antalet varv. Samtliga faktorer dr
relaterade till implementationen och kan ha paverkan pa re-
sultatet. Om spelarna hade fatt korrekt feedback i samtliga
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fall hade utfallet av testerna kunnat vara annorlunda.

Det finns dven en del felkillor att ta hinsyn till fran
anvéandartesterna. Anvindartesterna valdes att presenteras
gemensamt da malgruppen var barn i dldrarna 4-6 ar. Det
visade sig dock under testsessionerna att det fanns en skill-
nad i kunskap, erfarenhet och beteende mellan barnen pa
forskolan och barnen i forskoleklassen, eftersom det skiljer
upp emot tva ar mellan de yngsta och de #ldsta deltagarna.

Det var forsta gdngen som nagon i projektgruppen ut-
forde anvindartester pa en sd ung malgrupp. Det som
framst observerades var att ju yngre barnen var, desto mer
tystlatna, blyga och forsiktiga var de. Detta forsvarade en
aning for testledaren och antecknaren da det blev svarare
att notera testdeltagarens resonemang och asikter. Barnen
i forskoleklassen var dock mer kommunikativa fore, under
och efter testerna. Dessutom samlades mycket lite data in
om testdeltagarnas bakgrund och erfarenhet. Den enda bak-
grundsdata som samlades in var alder samt om de tidigare
hade anvint en iPad. Med andra ord togs det inte hinsyn
till om en testperson t.ex. led av fargblindhet. Inte heller
data om testerpersonernas eventuella tidigare kunskap och
erfarenhet om programmering samlades in. Detta ledde till
att det blev svérare att avgora om spelet var pa en rimlig
niva eller ej.

Istillet for att enbart fraga testdeltagarna om de tyckte
spelet var roligt efter genomfort test, kunde ocksa fragor
stéllts om spelet for att se om de upplevde att de lirde sig
nagot nytt. Till exempel kunde fragor berérande begrep-
pen i spelet stillts, for att se om de observerat program-
meringsbegreppen som sades under spelets gang och om de
forstatt vad de innebdr. A andra sidan var manga testper-
soner som redan nimnt ganska blyga och forsiktiga, vilket
gjorde det svart att stidlla komplexa fragor. Om fler liknande
tester skulle genomforas hade det till exempel varit bra att
besoka skolan eller forskolan flertalet gdnger och bekanta
sig med eleverna, sa att de kinner sig mer trygga vid sjdlva
testet. Da hade det kanske 6ppnats upp for mer utvirdering.

Att testpersonerna inte kidnde sig helt trygga och
bekvima paverkade troligtvis hur de svarade pa fragan om
de tyckte att spelet var kul. Alla som testade spelet svarade
att de tyckte att det var kul, men detta resultat bor inte fa
viga allt for mycket da manga deltagare svarade detta utan
eftertanke och pa ett tveksamt sitt.

Som tidigare nimnt var vissa av testpersoner LCU. I rap-
porten presenteras dock inte hur dessa personer lyckades
navigera i systemet och forsta speluppfiften i jimforelse
med de som inte var LCU. Detta eftersom ingen markant
skillnad noterades, vilket kan vara en foljd av att testper-
sonerna inte var s manga.

6.6. Framtida arbete

For att Loopspelet ska bli komplett behover dels de
diskuterade foridndringarna goras och dels behover de dnnu

inte implementerade funktionerna fixas. Vidare behover
spelet byggas ut sa att de bestar av flera nivéer, sa att det kan
introducera fler begrepp och upplevas som meningsfullt.

Det hade ocksa varit intressant att gora fler, omfat-
tande tester. Ett forslag dr att till exempel lata barn i en
forskoleklass spela Loopspelet samt nagra andra ldrspel och
sedan lata dem pa egen hand vilja vilket av de testade spelen
de vill spela. Pa sa siitt skulle det ga att pa ett mer objektivt
sédtt médta om de tycker att Loopspelet &r roligt och ifall de
viljer det framfor andra spel.

Sedan hade ocksa en utvirdering som konstaterar om
eleverna ldr sig nagot pa spelet eller inte varit intressant.
Hur en sadan skulle utformas &r inte aktuellt att spekulera i
nu, men det hade varit betydelsefullt for spelets framtid.

6.7. Grupprocessen

Arbetet med grupprocessen inleddes med en gemensam
lunch vars syfte var att skapa sociala band inom grup-
pen. Pa det forsta motet diskuterades lite hallpunkter och
gemensamma regler infor arbetet, kring vilka alla var ov-
erens. Efter en fjdrdedel av tiden holls en liten session da
det diskuterades hur alla medlemmar i gruppen upplevt ar-
betet dittills och om nagonting fungerat béttre eller sdmre.
Likadant efter halva tiden, da diskuterades tankar infor det
fortsatta arbetet med HiFi-prototypen (andra iterationen).
Under andra hilften av projektet hade gruppens medlem-
mar svarare att hitta gemensamma triffar och valde dir-
for att dela upp arbetet mellan sig i storre utstrickning dn
under forsta iterationen. Detta resulterade dven i att de
ganger gruppen sags var fokus att arbeta effektiv sa det
gavs inte mycket utrymme at det sociala. Det fungerade
vildigt bra att dela upp arbete mellan gruppmedlemmarna
eftersom arbetet under forsta iterationen i stor utstrickning
skett i grupp, sé alla hade mycket bra insikt i vad som skulle
goras och vad som skulle uppnas. Nagra gemensamma kaf-
fepauser och en gemensam lunch hélls dock for att jobba
med det sociala inom gruppen under andra iterationen.

7. Slutsats

Avslutningsvis kan det konstateras att Loopspelet &r langt
ifran komplett. Det behdver forfinas ytterligare basert pa
testresultaten: feedbacken behover utvecklas och i vissa fall
designas om, svarighetsgraden behdver anpassas bittre och
spelplanen behover till viss del fordndras. Vidare behover,
som en av pedagogerna ocksa konstaterade, spelet ha my-
cket storre omfattning for att bli meningsfullt. Det behover
byggas ut till att besta av fler nivaer och svarighetsgrader, sa
att det ges mycket tid och utrymme for spelaren att faktiskt
forstd de introducerade begreppen. Aven kompletterande
material bor utvecklas for att bade elever och pedagoger ska
fa ut sa mycket som mojligt av spelet.

Testerna av bade LoFi- och HiFi-prototyper fick mycket
bra respons och gav bra resultat, men det bor ocksa has i
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atanke att testerna skett i mycket liten skala och att deras
tillforlitlighet inte dr jattehog. De har varit en mycket bra
utgangspunkt for det hir projektet men de skulle behova ut-
foras i storre omfattning vid en vidareutveckling av Loop-
spelet.

Dock har de resultat som kommit ur projektet varit bade
intressanta och get insikt i hur ett programmeringsspel for
barn skulle kunna se ut. Slutsatsen efter genomfort pro-
jekt blir diarfor att det absolut dr mojligt att utveckla larande
spel om programmering for barn i aldrarna 4 till 6 ar, men
det behover ta sin tid och maste grundas pa forskning och
omfattande tester.

Projektet har varit mycket lyckat och kan foérhoppn-
ingsvis ligga till grund for framtida utveckling av program-
meringsspel for barn. Som redan konstaterat dr Loopspelet
langt ifran ett fardigt spel, men det har kommit en bra bit pa
vigen for att undersoka mojligheter infor framtiden. I takt
med att programmering blir en allt storre del av samhillet
Okar efterfragan pa den hér typen av ldromedel, varfor pro-
jektet kan spela en viktig roll infor framtiden.
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Bilagor
Bilaga A

Enkat

-

. Det var svart att forsta instruktionerna

Markera endast en oval.

Haller inte alls med

1 2 3 4 5

OO O OO

. Det var svart att utfora uppgiften

Markera endast en oval.

Haller inte alls med

1 2 3 4 5

O OO oo

. Jag upplevde att jag genomforde uppgiften val

Markera endast en oval.

Haller inte alls med

1 2 3 4 5

OO oo O

. Jag upplevde spelet som intuitivt

Markera endast en oval.

Haller inte alls med

1 2 3 4 5

O OO oo

Jag upplevde spelet som meningsfullt
Markera endast en oval.

Haller inte alls med

1 2 3 4 5

DGR GNEGNEEG)

. Jag upplevde spelet som relevant i utbildningssyfte

Markera endast en oval.

Haller inte alls med

1 2 3 4 5

OO o OO

. Jag upplevde spelet som roligt

Markera endast en oval.

Haller inte alls med

1 2 3 4 5

O OO oo
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Haller helt med

Haller helt med

Haller helt med

Haller helt med

Haller helt med

Haller helt med



Bilaga B

Intervjufragor

Arbetar ni med programmering? Hur? Vad ar elevernas installning till detta?
Vad ar era tankar om spelidéerna vi presenterat?

Vad tror ni om spelens svarighetsgrad?

Vad var enkelt/svart att forstad? Pa vilket satt?

Upplever ni att spelet har ndgon programmeringskoppling?

Fanns det nagot i spelet som du upplevde inte passade in?

Upplevde du spelets tema som passande i utbildningssyfte?

Tror ni att era elever skulle uppskatta den har typen av spel?
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Bilaga C
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Bilaga D

Testplan

Syfte

Syftet med testet ar att undersdka om spelprototypen ar intuituv, om malgruppen férstar den
och om spelets svarighet ligger pa rimlig niva. Resultatet kommer ligga till grund for utvardering
av prototypen och eventuell vidareutveckling av spelet.

Urval av testpersoner

Testet kommer att genomforas vid tva tillfallen. Vid varije tillfalle kommer 4 test att utféras varav
2 péa enskilda individer och 2 parvis, d.v.s. med 2 testpersoner narvarande. Totalt 6 personer
kommer alltsa att delta per testtillfalle. Ett testtillfalle kommer att hallas i en forskoleklass och ett
testtillfalle kommer att hallas pa en férskola. Testpersonerna ska vara i aldrarna 4 till 6 ar.

Rollférdelning

Pa varje test medverkar:
- 1 testledare (konverserar med testpersonen, staller fragor)
- 1 protokollférare (skriver ner observationer och svar pa fragor)

Material

- iPad
- Testprotokoll
- Penna

Testuppgifter

Uppgift Deluppgifter Korrekt slutférd | Maxtid

Spela spelet 1. Se instruktionerna Testpersonen 15 min

2. Trycka pa blommorna klarar spelet

3. Trycka pa blommorna enligt
instruktionerna

4. Fa biet att borja flyga

5. Svara pa hur manga varv biet
ska loopa
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Genomforande

oD

Starta screen recorder
Startat spelet och lamna plattan till testpersonen
Observera och for protokoll under testet
Stall fragor till testpersonen
a. Var det ett roligt spel?
b. Vad var roligast?
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Bilaga E

Testprotokoll

TestID:
Antal testpersoner:
Alder pa testperson(er):

Huvudmal:
[ Testpersonen klarar spelet

Delmal:
[ Testpersonen ser instruktionerna
Testpersonen forstar att denna ska trycka pa blommorna
Testpersonen forstar att denna ska trycka pa blommorna enligt instruktionerna
Testpersonen forstar hur denna gor for att biet ska borja flyga (trycka pa gron knapp)

O oo0

Testpersonen forstar hur denna ska svara pa fraga om hur manga loopar biet ska flyga

Kommentarer och observationer:
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Var det ett roligt spel? Vad var roligast?
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