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Preface

Nature is not limited by the boundaries of human categories. Hence what may be
interpreted by humans as "cognitive” may appear at first clear cut, but becomes less
so when zooming into the details. In this thesis I want to arrive at an understanding
of what cognition is, and what it may constitute. The result is by necessity a coarse
approximation of what is going on in organisms. I build on the literature of cognitive
science, though this thesis reflects my own attempt to trace a thread from the inside
of neurons, to the behaviour of organisms, via the signal flow of networks. Still, it
is not a fully fledged theory, only an interpretation, and a suggestion of how things
might hang together.

The experiments conducted for this thesis rely on computational simulations, and
have different levels of resolution. Some use spiking neurons that behave approxi-
mately like biological neurons, while others use more abstract computational repre-
sentations. Although only one experiment uses an agent of sorts, it is virtual, moving
in a virtual world. The overall aim of the simulations is nevertheless that they should
inform models that can control robots that move in the real world and interact with
humans.

Computational models have limitations as scientific tools since unless fitted to em-
pirical data, they risk becoming arbitrary and lose predictive power. The wonderful
thing about computational models is that they allow exploration and the trying out
of ideas. Compared to theoretical synthesis, they encourage also concretization, since
the model must after all compile and run on the computer. At their best, computa-
tional models suggest how things could possibly work; fitted to data they might also
propose how things could reasonably work. Alas, asking if they can answer how things
actually are, is usually demanding too much.

Nevertheless, I hope that the perspectives presented herein may be of some use, and
provide inspiration to explore.
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Populirvetenskaplig sammanfattning pa svenska

Denna avhandling handlar om hur kognition fungerar, och vad dess syfte 4r. Avhand-
lingens ramverk bygger pa att kognitiva processer i férsta hand medverkar till att hélla
organismer vid liv, och detta sirskilt i miljoer som kriver att organismen forflyttar sig.
Det innebir att en organism inte kan sitta still och fi maten serverad. Istillet maste
organismen bege sig ut i virlden och aktivt hitta nigot att dta. Detta innebir att ett
beteende sitts igang nir kroppens fysiologiska variabler avviker frin de virden som
haller organismen vid god hilsa, det vill siga, att kroppen inte lingre ir i homeostas.

Beroende pé situationen, och den ekologiska nischens karakeir, behéver en organism
hitta en vig som leder till ndgot att dta och en vig som leder till nagot att dricka. For
att lyckas med detta, maste organismen kunna tolka sin omvirld, kunna géra olika
val, prioritera, samt forutse vad konsekvenserna kommer att blir av de val den gor.
Hirigenom sitts kognition i kontexten av att halla organismen vid liv. Avhandling-
en gir dven i detalj in pa hur kognitiva processer fungerar pa nitverks- och cellniva.
Sédana processer innefattar visuell perception, spatial kognition, prediktiva simule-
ringsprocesser, intelligens, och tillit baserad pa familjaritet. Aven tinkande, i form av
reflektion, beslutsfattande, och minnesprocesser behandlas i avhandlingen. Slutligen
diskuteras hur artificiella kognitiva system sannolikt kan skapas, och att essensen av
kognition 4r formégan att kiinna igen, men dven férmégan att kunna vilja.

vii
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Chapter 1

Introduction

This thesis is about how cognition may be considered a tool for maintaining allostatic
processes, specifically for species that have evolved to live in ecological niches that
require movement in space. That is, cognition makes foraging possible. This is in
contrast with organisms which do not forage, like sponges, or sea—annelids, which
rely on nutrients drifting in water.

Consider now the slime mould. This organism, which can be found in many forest
environments, feeds on bacteria and on plant material Vallverd’u et al. (2018). When
food is abundant many slime moulds live as single celled organisms, but can aggregate
together when food becomes scarce, and produce fruiting bodies which release spores.
What makes slime mould interesting in the context of cognition, is that these organ-
isms have been shown to do apparently remarkable feats of advanced computation. In
particular, they are very good at finding the shortest path between points. Hence they
are beloved of many mathematicians working with graph theory, as well as engineers
planning rail way systems. Can these feats be counted as cognition? Intuitively this
categorization seems obviously false. Slime moulds lack even a rudimentary nervous
system, let alone a brain. But how then can they outperform many computers, and
certainly human beings when solving complex network problems?

In particular, the slime mould is an example of how oscillations and rhythms play
parts in cognition. This is important, since neurons are also oscillatory and rhythmic
entities. Neurons are not on or off in the same way that digital electronics are on
or off; they produce trains of action potentials that can be emitted at high or low
rates; neurons never become entirely silent, unless they are damaged. Neurons are
always found in groups, and cannot exist as singletons. Even the smallest of nerve
systems, e.g. that of the microscopic aqueous rotifer, consist of several tens of neurons



(Kotikova, Raikova, Reuter, & Gustafsson, 2005). This means that the dynamics of a
nervous system have similarities with a musical band, where rhythms of loud players
can impose on more quiet ones. Like musicians in a musical band, some neuronal
populations play the base rhythms, while others play faster melody—like rhythms on
top of the basic beat. Unlike a typical band though, neuronal populations can be
inhibited by each other, and be affected by neuromodulators. These neuromodulators
can determine whether individual neurons are more or less active, and the rate at
which their synapses adapt.

Both slime moulds, and organisms with nervous systems, employ oscillation to main-
tain their life processes. Indeed, oscillators are primary elements of any living system;
even if an organism appears to be sitting still, it is teeming inside with waves and
oscillations. A fact of physiology is also that organisms are dependent on limits. Life
processes can only keep going in environments that are regulated: neither too cold
nor too hot, neither too alkaline nor too acidic. Regulation is thus one of life’s hall-
marks. Both in psychology and in cognitive science, this may be under—appreciated.
In particular, the computer metaphor with its focus on information processing ab-
stract from biology, makes it easy to miss the fundamental regulatory requirements of
living systems. The Cartesian paradigm famously summarized as "7 think therefore [
am” is in this context not helpful: Rather than living to process information, organ-
ism process information to stay alive. As we will see below, organisms tend also to
process as little information as they can get away with, since information processing
is an expensive endeavour. Although the ideas regarding how regulation relates to
cognition may not be as widely spread as one might hope, they are not at all new. In
the next section, I present a very abridged history.

1.1 A brief history of cybernetics and physiological control

Cybernetics may be considered the study of feedback control as applied to biological
systems. This section concerns what might be seen as the “cybernetic theory of cog-
nition”, or the notion that cognitive processes partake in the physiological regulation
of the body, and that these processes are themselves subject to regulation.

Although the term “cybernetics” originated with Wiener (1948), the notion that bi-
ological bodies are regulated can at least be traced to Cannon (1932). In this book,
Cannon introduces the term homeostasis to denote physiological equilibrium states
in the body. The essence of homeostasis is the notion that organisms are dependent
on their internal environments being neither too little or too much of anything. For
example, both body temperature and sodium solution in the blood have homeostatic
values. If these values drift away, various regulatory processes will be engaged to



counter the drift.

Prior to Cannon, Whitehead (1929) proposed that the fundamental aspect of reality
is change, or processes, in contrast to static notions of unchangeable building blocks.
This is in turn similar to the ancient Greek concept of flux, some times attributed to
Heraclitus (Barnes, 1982).

von Uexkiill (1934) proposed that animals inhabit an Umwelt, conditioned on their
sensory apparatus. This means that organism cannot sense the totality of their en-
vironment, only that small part of it that makes a difference to their survival and
procreation. According to von Uexkiill, the "meaning” of signals is thus the way they

affect physiology and behaviour.

Craik (1943) proposed the notion of internal mental models, and the comparative ease
of handling relative magnitudes compared to absolutes. In his proposal, thought was
considered akin to the workings of a machine, able to model or mirror external goings
on.

Wiener (1948) used concepts from engineering and mathematics having to do with
stabilization and regulation by means of signal feedback, to propose that the nervous
system too makes use of feedback flows to stabilize itself.

Building on Wiener’s work, Ashby (1952) formulated the problem of how the brain
can mediate adaptive behaviour. Focusing on learned behaviour in contrast to reflex-
ive behaviour, Ashby sought to explain how feedback mechanisms can contribute to
adaptation. He also pointed attention to the contrast between equilibrium seeking
which will gradually reduce the number of states a system can occupy, and how in-
jecting energy into the system by amplification, can increase the number of available
states.

Crosson and Sayre (1968) and Sayre (1976) engaged specifically with communication
theory Shannon (1948) and information theory Brillouin (1956) in the context of cy-
bernetics. They concerned themselves in particular about philosophy of mind, and
aspects of human thinking, like what constitutes meaning, memory, and agency. In
the same time period, Lorenz (1977) followed Cannon, von Uexkiill, Wiener, and
others to theorize about the evolution of mind in relation to survival and homeosta-
sis. Being a biologist, he connected these concepts also directly to experiments with
animals.

Friston, Kilner, and Harrison (2006) takes up Craik’s notion of an internal model, and
proposes that the brain specifically produces predictions, which when failing will pro-
duce prediction errors. According to the authors, these prediction errors can be formu-
lated by means of informational free energy. In the context of cybernetics, prediction



errors may be understood as relative to the system’s reference values, or setpoints. The
formulation of free energy proposed by Friston, uses the mathematical equivalence
of difference between two probability distributions used in thermodynamics to find
how much energy is free to do work when heat energy is subtracted. In information
theory, free energy is in turn used to denote information that is not shared between
two systems. The commonality between the thermodynamic and information theo-
retic notions of free energy was also noted by Sayre (1976), though less explicitly. In
the author’s theory, the informational difference is realized as activity in neurons that
can be used to drive adaption through learning. Notably, this work transcends phi-
losophy and proposes mathematical models for the proposed relationships, and also
anchors the theory in brain science.

Liu, Slotine, and Barabdsi (2011) updates control theory for network applications,
showing how feedback control can be generalized by means of driver nodes. In a
network, these nodes act as effectors, and with a suitable control signal and sufficient
energy, can push the rest of the network into specific states that would otherwise not
be easily reachable.

Shi Gu et al. (2015) applied the theory presented by Liu et al. (2011) in an experiment
on humans. Based on brain imaging, they found that brain networks display conzrol-
lability, or possibility to have their activity manipulated as part of driving the whole
system along a trajectory. The results of the experiment and of the analyses performed
by the authors, indicate that areas that are densely connected, particularly in the de-
Jault mode network contribute to moving the system into states that have /ow energy
demands. Weakly connected areas on the other hand, contribute to moving the sys-
tem into states that have /igh energy demands, or that are more difficult to reach.
Making such transitions implies expending effort to energize driver nodes. The au-
thors also found that areas related to attention, which are located on the boundary
between network communities contribute to integrate or segregate neural popula-
tions. Related to cognitive control, they found that brain areas with high average
controllability require less cognitive effort to manipulate.

Butz (2016) integrates several theoretical frameworks of cognition and computation,
including those of informational free energy (Friston et al., 2006), predictive coding
(Rao & Ballard, 1998), anticipatory behaviour (Hoffmann, 2003), event segmenta-
tion (Hommel, Miisseler, Aschersleben, & Prinz, 2001), and cognitive development
(Konczak, Borutta, Topka, & Dichgans, 2004), with motivation based on homeosta-
sis. 'This author then uses a computational, and machine learning perspective, to
propose how cognition may be understood. Much of the work presented here reiter-
ates this integrative proposal, but with less emphasis on computation and in favor of
neuroscience.



1.2  Overview of thesis

This thesis is organized as follows. In chapter 2, I explore what might be the funda-
mental processes of cognition, using as a starting point the proposal that recognition
and choice may be at the center. This chapters covers ground from non-biological
processes involving thermodynamics and oscillation, to cognitive processes like per-
ception, recognition, and choice.

In chapter 3, I go into physiological fundamentals of life maintaining processes, the
target states of those processes, and the fuel that drives them. In the language of phys-
iology, these are called respectively allostasis, homeostasis, and chemical energy. The
reason for this focus on physiology is that they are the origin of all higher level pro-
cesses, including cognition. Understanding this origin allows better understanding
also of what limits, and drives, both mental— and motor behaviour. I relate these phys-
iological processes to cognition at the organismic level by arguing that behaviour may
be considered allostatic, and at the level of the central nervous system, by going into
three particular neuromodulator systems that are important for foraging behaviour.

In chapter 4, I continue on the theme of allostasis and connect it more explicitly
to regulation. I show how the cybernetics framework and control theory are useful
perspectives on allostasis, and explain the importance of feedback in biological sys-
tems. Allostasis is connected to cognition in this chapter via hunger as a motivator

for foraging.

After this, in chapter s, I focus on the roles that selection, attention, and choice plays
in behaving organisms. At this point we are firmly in the arena of cognition, and I
go into some detail about how attention may be viewed as a means to keep cognitive
processes tractable for individual organisms. Finally in this chapter, I relate choice
processes to both behaviour and goals, and explain how choice relies on value.

When a choice has been made about where to go, the next task is to navigate to
this chosen place. In chapter 6, I revisit how allostasis drive foraging, and explore
the role of learning to support navigation. At the end of this chapter, I also suggest
that machinery for navigating to foraging places could be appropriated to serve more
general purposes of predicting all kinds of situational-dependent dynamics.

Nature commonly places obstacles in the way of foraging animals. Beingable to move,
bend, reach, and grasp can thus be helpful. In chapter 7, I look into how the variability
and complexity of environments may drive aspects of cognition, such as abilities to
generalize and predict. Then I connect these abilities to manipulation behaviour in
particular. The ability to grasp opens up for tool use. Tool use may again increase
the need for planning, since tools may need to be carried to where they are needed.



Finally in this chapter, I suggest how abstract problem solving may be mediated by
foraging related manipulation abilities.

In chapter 8, I make the transition from biology to technology and explore what an
artificial cognitive system might look like, and how to interpret allostasis in such a
system.

In the final chapter 9, I attempt to draw together the strands from the previous chap-
ter to form contours of cognition. I discuss how cognition might be understood as
existing on a scale, rather than being a categorical ability. Finally, I discuss the issue of
reflection and thinking, and how processes like these might be useful for integrating
various sources of knowledge, and contribute to making better choices in future.









Chapter 2

Fundamental processes for
cognition

Cohen (1992), Cohen (2000) and Wallace and Wallace (2017) propose that the fun-
damental building block processes of cognition include recognition and choice. Here
use this proposal as a starting points in an attempt to get a grip on what cognition is.
Cohen (2000) used cognition in the context of the immune system, arguing that the
process of differentiating between self and other, and engaging appropriate responses,
might be interpreted as a type of cognitive process. Note that Cohen’s original formu-
lation was that cognitive systems may be characterized by three properties; the first
being the ability to choose; the second that cognitive systems contain within them
images of their environment; the third that these images are formed from experience.
However, I interpret the second and third properties to amount to recognition, since
this is a functional way that internal images may be used to control behaviour. It also
allows us to consider organisms that do not necessarily use experience to build images,
but that rely on evolution to form the images for them.

This chapter is organized in the following way. First, I introduce the notion of thermo-
dynamical gradients, and how such gradients may be a source for ultimately ground-
ing cognitive processes, even if they at first glance may appear to far removed from
the cognitive and behavioural level to contribute much to understanding.

Perception is necessary for recognition, and I next describe a model of how percep-
tion may develop and some aspects of how it works by developing statistical building

blocks.

Memory is also necessary for recognition, in addition to perception, and the two next
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sections delve into the connections between the two, as well as a reiteration of how
recognition and choice together may be considered elementals of cognition.

Oscillators are important mediators of excitation and inhibition, and neurons are
prime examples of cells capable of oscillation. In the next section, I discuss how
neurons work to support recognition and choice, and how neural ensembles can form
motifs that are necessary for larger scale cognitive functions.

Next, I discuss how neural ensembles can tune themselves to both discriminate and
generalize, and how neural signals can become meaningful when they relate to be-
haviour.

Finally in this chapter, I connect recognition to choice and argue along with Cohen
and Wallace that recognition and choice may indeed be considered fundamental for
cognition.

2.1 Thermodynamical gradients from a behavioural perspec-
tive

Gradients may be understood as change spread out over time and space. In figure 2.1
I give some examples of gradients, including gradients of colour, pressure, and geom-
etry. A thermodynamic gradient is typically one of movement in the form of heat,
but also of volume, and matter concentration. Note also that heat can be understood
as movement, in the sense that low heat entails slow moving particles, while much
heat entails quickly moving particles with high kinetic energy. An important aspect
of thermodynamical gradients are that they tend to reduce over time; concretely this
means that if you turn on your oven in a cold room, there will at first be a steep heat
gradient in all directions from the oven. But after a while as the room heats up, the
difference will be diminished. Similarly, if you add a drop of colour to a glass of water,
the colour will be concentrated to a small place at first, but shortly the whole glass
will be equally coloured. Both of these processes are due to the second law of ther-
modynamics, which states that entropy must increase over time. Entropy may here
be interpreted as disorder, such that the single drop of colour in the glass of water is
an example of an ordered configuration, but the whole glass being the same colour is
disordered or entropic.

In biological cells, thermodynamic gradients exist everywhere, mostly as concentra-
tion gradients of molecules and ions on either side of cell membranes, but also inside
and outside of compartments inside cells. As mentioned above, heat can be under-
stood as movement. In biological systems, energy is stored as potential movement
in the molecule ATP. Without going into excessive details, the ATP molecule works
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Figure 2.1: Gradients may be understood as change spread out over space or time. Colour gradients is the
change of colour, here from darker to brighter pink. Pressure gradients form when fans operate;
the pressure is higher close to the fan than further away from it, thus creating the gradient. Line
gradients are familiar from geometry, where a line forms an angle with another line. Hill gradients
naturally form when a landscape has hills and valleys. This example shows a road climbing up a
hill.

as a kind of coiled spring that can be triggered when needed to power biochemical
processes. But when an ATP molecule is triggered, the resulting movement inevitably
affects not only its target but also neighboring structures and molecules. The result is
that their movement, or kinetic energy increases. Summed up over the whole cell, we
can see that the cell heats up as it uses ATP molecules. The need for using this energy
comes from biological processes that have to work in opposition to thermodynamic
gradients.

Deacon (2011) refers to processes that go along with thermodynamic gradients as or-
thograde, and those oppose them as contragrade. Henceforth I will make use of these
short—hands when discussing biological and cognitive processes. In particular, con-
tragrade processes are noteworthy because they imply having to do thermodynamic
work. This notion of work is similar to what happens after having had a crowded
party in your apartment. As your guests move around, they accidentally nudge a pic-
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ture frame, they drop chips on the floor, they move chairs around. The next day, you
have to spend time and effort to return the picture frame and chairs to their original
positions, and you have to pick the chips off the floor. This is contragrade work; the
nudging and the dropping of chips are orthograde, since they are byproducts of the
natural bustle of the party.

In contrast to the orthograde changes of the drop of colour in water, and the air of
your heated room, biological systems must continuously do contragrade work to stay
alive and avoid having their molecules being spread equally around the environment.
What goes on inside a biological cell is a continuous cleaning—up process, making sure
that some molecules only stay at certain places and that the internal temperature of the
cell is right. As explained above, the energy to power maintenance comes from using
ATP. But the energy to make ATP must come from outside the cell, and ultimately
from outside the organism. In other words, the organism must eat to stay alive.

If the organism is lucky, food is readily available in its environment, and no particular
work need to be done to find it. Some water dwelling organisms, like sponges, get
their nutrition from filtering naturally moving water and hence do not need to do
much work to stay alive (Keijzer & Arnellos, 2017). Many other organisms, includ-
ing vertebrates, do need to take action to not die. Hence at the behavioural level,
motor behaviour can be triggered by processes that, at the sub—cellular level, include
expending work to maintain thermodynamical gradients.

Foraging is a common term used for the behaviour displayed by animals searching
for food. Much of this thesis will be dedicated to discussion how cognition may be
considered a tool for foraging. At the present time though, I will limit the discussion
to some particular examples.

Field mice routinely hunt insects, but are themselves hunted by several predator species
(Reznikova, Levenets, Panteleeva, & Ryabko, 2017). This means that a foraging mouse
cannot only let itself be preoccupied with finding something to eat, it must also keep
itself safe. When foraging, the mouse must find the way to its hunting grounds, iden-
tify prey, and catch it. Having eaten, it must scurry back to the safety of its nest.
All of these behaviours entail cognition; the mouse must perceive its environment
with olfaction, audition, and vision; it must recognize an eatable insect, and predict
its behaviour sufficiently to intercept and kill it. Cognitive processes are themselves
metabolically costly, but some are more expensive than others. Hence we can expect
such processes to be regulated, depending on the what can be gained from employing
them. That is, cognitive processes should be subject to motivation. In this way, cog-
nition may also be viewed as behaviour that, similar to motor behaviour, are engaged
to maintain the thermodynamic gradients existing in all the cells and tissues of an
organism.
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According to Deacon (2011), cognitive processes may also be consider orthograde or
contragrade. An orthograde cognitive process can be exemplified by direct perception,
like identifying a path on the forest floor, or finding the entrance to a nest. Such pro-
cesses are metabolically inexpensive. Contragrade cognitive processes, on the other
hand, do require investing energy, and are typically experienced as subjectively effort-
ful. Such processes often involve engaging inhibition, attenuating the flow of action
potentials, or redirecting them where they would not otherwise flow. Examples of
contragrade behavioural processes for the mouse might be refraining from pouncing
on an insect, or walking into an open space where it will be vulnerable to predation.
In fact, being able at all to engage in contragrade processes, particularly cognitive
processes, tend to be an indication of sophisticated cognition. Typically, employing
contragrade cognition is greatly facilitated by motivation (Botvinick & Braver, 2015).

To sum up, this section has shown how thermodynamic gradients, like heat differ-
ences, and differences in ion concentration, play a part in higher level processes, in-
cluding cognition. In contrast to orthograde processes that follow gradients, contra-
grade processes requires spending energy, e.g. to move ions against a concentration
gradient, out of the cell. Animals that cannot rely on filtering out nutrients from wa-
ter, have to behave in some way to stay alive. Typically, this means that they have to
forage. Similar to contragrade processes inside cells, neural processes like inhibition
may also be energy costly, and may require motivation to be engaged in.

2.2 Oscillation, excitation, and inhibition

In this section, I will briefly explain excitation (increasing frequency) and inhibition
(decreasing frequency) in the context of neurons. I will then go into how networks
of oscillators can mediate specialization by means of how they are connected (topol-
ogy), and how inhibitory connections can act as dynamic membranes that separate
sub—networks from each other, analogous to how cellular membranes shield chemical
processes. I will then introduce the important concept of complexification and mul-
tipolar causality. I will explain how interacting oscillators can support hierarchical
processes via energetic coupling and resonance. Such interacting oscillators can have
emergent properties. An example of complexification is then presented in the form of
perceptual grouping, or gestalt processes in vision.

Oscillations, or cycles, are ubiquitous in the physical world. An everyday example
of oscillations may be found in the electricity grid, where turbines like windmills or
water wheels rotate magnets to generate oscillations of electricity. Oscillations are
found everywhere also in biology. Examples include genetic oscillators that cyclically
produce proteins inside cells, and chemical oscillators that turn the rate of chemical
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reactions up and down. In the nervous system, the primary source of oscillations is
the neuronal cell, with its characteristic action potential spiking behaviour. Spiking
is different from the even rotation of the water turbine in the electrical grid, and
systems that generate this kind of accumulate—and—discharge behaviour are called
relaxation oscillators since they tense gradually and then quickly relax. A leaky tap
in the kitchen is an example of a relaxation oscillator, where water builds up inside
the tap, until a drop falls. Inside the neuronal cell the situation is more complicated;
electrical ions take the place of accumulating water, though what is released is typically
neurotransmitters like glutamate or GABA.

Glutamate and GABA are in fact the most common excitatory and inhibitory neuro-
transmitters. Excitation of a neuron means that it will increase its rate of emitting
action potentials. Using the kitchen tap analogy, increasing the water flow in the tap
will increase the rate of drops that the tap produces, making the tap more excited.
Turning down the water flow will in the same way reduce the rate of drop, yet this is
not quite like inhibition. To understand how inhibition works in neurons, it neces-
sary to know about positively and negatively charged ions, and also to know about 707
channels that open and close based on voltage. For now, it is sufficient to know that
to form action potentials, the internal voltage of a neuron must be high enough to
open certain voltage gated ion channels that let in positively charged ions like calcium.
If a neuron receives inhibitory GABA neurotransmitters, negatively charged chloride
ions are channeled into the cell, which reduces the voltage. The calcium channels are
thus less likely to open. We can modify the kitchen tap analogy to be closer to the
neuron by installing shunting valves on the tap. Opening such a valve is like receiving
a GABA signal, and will reduce the rate of drops that comes out of the tap, in effect
inhibiting the emission of drops.

As mentioned earlier, neurons are always found in groups, and so excitation and inhi-
bition only makes proper sense in a refwork of neurons. In an organism, neurons are
connected to sensors of various kinds, that can tell the organism something about its
environment, or about the state of the organisms own body. For example, if an organ-
ism like a small earth—worm has chemical sensors that increase their spiking activity
dependent on the concentration of food, and other sensors that increase activity de-
pendent on the concentration of toxic chemicals, those two signals can be connected
to neurons that control the muscles of the worm. Together a small nervous system like
this may be enough to orient the worm towards food, and away from toxic chemicals.
It also makes sense for the food neurons to inhibit the toxic sensing neurons and vice
versa. In this way, the worm will be less likely to get stuck trying to both approach
and avoid the same spot, since there might be both food and toxic chemicals present
at the same place.

To sum up, neurons connected into a network like this tend to naturally adjust their
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activity so that overall the whole network does not spend more energy than necessary.
We will look closer at this process of energy optimization next.

2.2.1 Oscillation processes optimize energy dissipation

Oscillation is a dissipative process, and in this section, I explain the implications of
energy dissipation on oscillation processes, and how they by thermodynamic necessity
are bound to move towards dissipation minimums conditioned on energy availability.

All vibrational systems tend to reduce their energy dissipation to the minimum pos-
sible; this is called the minimum energy principle (Pauling, 1940; Petoukhov, 2016).
This principle applies across systems from the smallest quantum mechanical, to the
largest involving gravity waves (French, 2018). It includes also the oscillators making
up slime moulds, and networks of neurons. According to Pauling (1940), resonance
is an energy minimizing property, such that oscillators that can resonate tend to shift
their frequencies accordingly. The same applies for synchrony (that is, phase—locking),
and can be seen in the classic example of metronomes gradually coming to click both
at the same frequency, and in synchrony.

The principle of minimum energy is what enables slime moulds to find optimal paths
between food sources. The oscillators will tend to relax towards their least energy
costly state, and stabilize there. However, environmental particularities and local to-
pography will impose constraints on the minimization process. This means that even
small changes can lead to different minimal paths.

As we have seen in the slime mould, networked oscillators come to be responsible for
different functions in the larger system. Some of them are involved in chemotaxis and
movement. These vary their frequency dependent on whether they are in contact with
nutrients or repellents. Other oscillators shuttle nutrients around the network, mak-
ing sure that both building materials and energy is available where needed (Vallverd’u
et al., 2018).

2.2.2  Oscillation processes support complexification and hierarchy forma-
tion by means of coupling and resonance

Deacon (2011) mentions several examples of complexification in everyday experience,
including vortices forming in flowing rivers, and Bernard convection cells forming in
heated fluids and in the atmosphere. However, the music of an improvising jazz band
is also an example of complexification, since the performance depends on the inter-
action between all the players. Likewise the behaviour of an ecosystem is an example
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Figure 2.2: Gestalts are grouped percepts due to phase locked oscillations in the perceptual system. Conti-
nuity grouping makes discontinuous stimuli appear to hang together. Similarity grouping couples
together similar stimuli, in this case circles. Proximity grouping makes stimuli that are spatially clus-
tered appear to become a unit. Closure grouping induces the illusion of closed shaped in stimuli
where an apparent shape is in front of another.

of complexification because all organisms, including plants and insects, will tend to
interact with each other in a periodic fashion. This is not to say that the strength of
the interaction is the same or is equally important for all organisms; organisms may
also be subject to substitution to some degree.

According to Esghaei, Treue, and Vidyasagar (2022) dynamic coupling of different
frequency bands provides a mechanism to functionally label and route signals from
different sensory modalities.

According to Arnulfo et al. (2020) 100—400 Hz high—frequency oscillations (HFOs)
may be synchronized between widely distributed brain regions. HFO synchronization
is both transiently enhanced and suppressed in separate frequency bands during a
response—inhibition task. The authors propose that the bursts of synchronized HF
oscillations reflect the broadcasting and transmission of brief packets of information
in large—scale neocortical networks.
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Gestalt phenomena may be viewed as a class of complexification phenomena, also
mediated by coupling oscillators (Keil, Miiller, Ray, Gruber, & Elbert, 1999). Fig-
ure 2.2 shows a selection of visual grouping phenomena: continuation, closure, and
proximity grouping. These phenomena may come about due to the topology of low
level sensory neurons (Cara, Bettini, & Ursino, 2003). Models also suggest that, as
the neurons lock phase and resonate according to their stimuli, sub—populations will
spontaneously form due to the minimal energy principle (Wang, 1995; Wang & Ter-
man, 1997). These populations may thus mediate the percepts of the various grouping
types by their rhythmic behaviour.

C. M. Gray and Singer (1989) measured the activity of neurons in the visual cortex of
cats, while showing them light bars aligned with their receptive fields. They observed
that the neurons oscillated with a frequency around 40Hz. This frequency is in the
gamma band of neural frequencies, which is typically defined to be from 20-70Hz,
and is relatively fast for cortical neurons. The measured neurons were phase—locked,
or thythmically locked, to a local freld potential. This field potential was recorded by
the same electrodes used to register neuronal activity. A local field potential is the
electric field which surrounds neurons, as distinct from the electrical activity of the
neurons themselves. Interestingly, the researchers also recorded the activity of neurons
in the dorsal lateral geniculate nucleus of the thalamus of the animals. These are areas
that are closer to the retina in the signal path than is the visual cortex. The neurons
recorded here did not show the same gamma band activity. According to the authors
this appears to indicate that synchronization happens in particular in the cortex, but
less so in sub—cortical areas.

Continuing work on cats, Engel, Kreiter, Konig, and Singer (1991) recorded neuronal
activity from single neurons in an area of cat visual cortex that mediates perception
of motion. The researchers showed moving bars of light to the cats in three different
conditions. First they showed bars that moved in different directions, one up and
one down. Then they showed bars that moved in the same direction but were dis-
continuous. Finally, they merged the two bars, showing one continuous moving bar.
Results showed that gamma coherence was only present when the bars were moving
in the same direction. Populations were most strongly synchronized in the final con-
dition, when a single moving bar was shown. These results support the notion that
visual percepts can be grouped by spatial continuity and when perceived to have the
same direction and speed of movement, and that oscillatory synchronization is one
mechanism by which this grouping can be mediated.

In sum, neurons connected in networks affect each other through their rhythmic
activity, and automatically adjust their rhythms and phase so as to expend as little
energy as possible. Neural populations can have complex rhythms with both slow
and fast components, just as a drummer can combine slow rhythms on the kick and
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snare drums with fast patterns on the hi-hat. In the brain, the slow and the fast
rhythms can mediate different types of function, such that slower rhythms can serve
to keep different populations synchronized, while the faster rhythms can carry signals
from sensors, and can also allow sensory signals to be grouped together.

2.3 Perception involves composition of statistical building blocks

Perception is necessary to be able to interpret the state of the environment and hence
make sensory signals actionable. Depending on the needs of the organism, percep-
tion is used to interpret space, atmospheric pressure dynamics as sound, or vibration
dynamics as tactility and touch. Some organisms are likely born with adequately func-
tioning receptive fields, but in many complex animals like mammals, receptive fields
develop over time. This development is typically based on the statistics of the gradient
fields that make up the animal’s sensory world. Examples of such fields are photon
fields that are used for vision, gas pressure fields used for sound, or even magnetic
fields used by birds for navigation (Ritz et al., 2009).

Hubel and Wiesel (1962) recorded activity from single cells in the visual cortex of
anaesthetized cats. The cats were treated such that their eyes were open and stable, and
their pupils dilated enough to adequately receive light. The researchers then exposed
the cats to various simple visual patterns, like black and white rectangles rotated at
different angles. They found that cells in the visual cortex, close to the pathway from
the eyes, responded in a combination of excitation and inhibition, e.g. like exciting
along a dark line, and inhibiting along the light borders. Other cell groups had the
reverse pattern, exciting along the light borders and inhibiting along the dark line.
The researchers referred to these as "simple cells”, as in having responses to simple
visual features like contrast differences and lines. Results of experiments indicated
also that some cells responded to moving bars, rotated at specific angles. These were
in turn termed “complex cells”. These findings were largely replicated by Hubel and
Wiesel (1968), using anaesthetized macaque and spider monkeys and recording again
from the striate part of visual cortex.

Kobatake and Tanaka (1994) measured neuronal responses of cells in V2, V4, and an-
terior and posterior part of the inferotemporal cortex (anterior and posterior IT) of
anesthetized macaque monkeys, while showing them three dimensional objects which
were progressively simplified. These stimuli were compared with the response of the
recorded neurons to simple black and white bars. Areas V2, V4, anterior I'T, and pos-
terior I'T, are progressively further away from the retina. The results showed that cells
recorded in V4 and anterior as well as posterior IT are sensitive to complex shapes.
The authors also found that cells in V4 and posterior IT reacted to combinations of
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shape and texture, as well as shape and colour. Similarly, Gallant, Connor, Rakshit,
Lewis, and van Essen (1996) showed polar and hyperbolic sinusoidal gratings to anes-
thetized macaque monkeys, and recorded the responses of 103 neurons in the animals’
visual area V4. Again, this area is further away from the retina than the area recorded
from in the experiments mentioned above, that recorded from neurons in striate parts
of visual cortex. The results of these experiments showed that V4 neurons are sensi-
tive to such visual features as curvature and simple shapes. Also the results indicated
that neurons in this area tend to become active independently of how the stimulus is
rotated.

Rolls, Aggelopoulos, and Zheng (2003) continued the work by Kobatake and Tanaka
(1994); they recorded specifically from IT neurons in awake macaques that were
trained to search for objects either in complex natural scenes, or with plain back-
grounds. Results indicated that the size of receptive fields of the neurons changed
dependent on whether objects were presented with a plain or complex background.
In particular, the receptive fields appeared to be smaller when the complex back-
ground was used. According to the authors, these results indicate that IT areas can
form unambiguous representation of targets, even if they are presented with complex
backgrounds, like in natural scenes.

These papers together indicate that there is some gradient of complexity to which neu-
rons respond, and that neuronal populations closer to the retina prefer simpler stimuli
than do neuronal populations that are further away. There is also the question of how
these preferences develop, which is related to how acuity develops. Acuity is in this
context sensitivity to visual detail. Huang et al. (1999) accelerated the development of
inhibitive neurons in mice by using transgenic method. In particular, they changed
mouse DNA to over—express brain derived neurotrophic factor (BDNF) which is in-
volved in the growth of dendrites and axons of inhibitive interneurons. During critical
periods of learning, like in the development of the visual system, there appears to be
a domination of excitation over inhibition (Blue & Parnavelas, 1983). In fact, these
periods may come about because of the slower maturation of inhibitory circuits com-
pared to excitatory ones. When inhibition balances excitation, the learning rate of
neurons is reduced (Kirkwood, Lee, & Bear, 1995). In the experiments reported by
Huang et al. (1999), the BDNF transgenic mice showed earlier maturation of visual
acuity compared to control mice without the genetic modification. The authors thus
propose that BDNF is involved in the development of the visual system. But it ap-
pears also to show that inhibition could be necessary for proper development of the
ability to perceive visual detail.

In relation to this, Tjestheim and Balkenius (2019) propose a way that visual percep-
tion might develop to first only represent coarse differences, but then gradually come
to be sensitive also to fine detail . In this paper, we present a computational model of
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visual perception that supports both coarse and detailed receptive fields. The model
network achieves this by hierarchical, or cumulative inhibition of neurons. In the
model, neural units all tune to statistics of inputs. But the units are connected to
progressively increase inhibition in a hierarchy. The outcome of this is that the least
inhibited units get tuned to coarse patterns, while those that receive more inhibition
progressively get tuned to more detailed patterns. As the receptive fields stabilize,
they make up a collection of pattern building blocks that can be combined to repre-
sent common impressions in the environment.

This composition of building blocks is however not sufficient to regulate behaviour.
It must be combined with the grouping dynamics discussed above to separate fore-
ground and background sensations, and with attentional processes discussed in a later
chapter. However, it must also work in conjunction with a memory system to sup-
port recognition, which can in turn contribute to biasing behaviour. We turn to this

next.

2.4 Recognition requires both perception and memory

The use of statistical building blocks in perception means that an organism can form
reusable patterns that afford recognition. Even if a stimulus is not exactly equal to
what has been experienced before, the statistical nature of the receptive fields will
ensure that there is a good chance that important stimuli will match, and recognition
can happen.

In Balkenius, Tjostheim, Johansson, and Girdenfors (2018) we introduce a model of
a memory system that includes a network for identification and recognition, as well
as for spatial localization, and a working memory. In this section, I will focus on the
identification network, and will come back to the localization- and working memory
networks in a later chapter.

In the model, perceptual information (that is, the sensory building blocks described
above) is fed into a fully connected network that functions as a content addressable
memory. This means that given an input, the network will dynamically settle into a
state that represents the most similar stimuli that is has learned before. In the artificial
neural network literature, this is referred to as a Hopfield network (Hopfield, 1982),
and can store stimuli by means of association, or Hebbian learning (Hebb, 1949).

In the mammalian brain, this recognition pathway is often referred to as the what
pathway (Goodale & Milner, 1992; Mishkin, Ungerleider, & Macko, 1983). In the
context of vision, it includes the occipital cortex and the temporal cortex. The former
of these corresponds broadly to the perceptual functions discussed above, while the
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latter corresponds to the content—addressable associative network that was used in the
model.

Although not modeled in Balkenius et al. (2018), the actual learning of associations in
biological systems is dependent on networks that represent value. Both negative and
positive value will increase the learning rate of the associative network, since both can
increase excitation in different parts of the brain. In practice this means that things
that affect physiological processes in the organism will be learned by the network, and
thus can later be recognized. The organism can then behave appropriately, including
engaging in making choices.

2.5 Network motifs with flexible neurons

The slime mould is made up of oscillators, and shows how interacting oscillators can
mediate allostasis, growth, and reproduction. However, multicellular organisms tend
to use specialized cells to handle the brunt of cognitive processes. Neurons can act
as oscillators in the sense that they can display stable frequencies, but that are subject
to excitation and inhibition. However, neurons are typically more flexible in their
behaviour than are the biochemical oscillators that make up the slime mould. In this
section, I go into some of the details that afford neurons this flexibility, and explain
how different network motifs can mediate cognitive fundamentals like recognition
and choice.

Neurons can act as oscillators since they produce rhythmic action potentials. On their
own, neurons may be of limited use; but like most cells neurons exist in tissues, and
it is networks of neurons that in particular have flexible information processing prop-
erties. Neurons may be connected in a variety of ways, including by chemical and
electrical synapses. In addition, intercellular space can act as a reservoir for modu-
lator substances (see Braun and Leblanc-Sirois (2016) for a review). Some chemical
synapses also support being dynamically gated on and off which makes for very fast
and flexible routing of signals (Yang, Murray, & Wang, 2016). Neurons do not nec-
essarily emit action potentials immediately when stimulated; internal electrochemical
mechanisms are arranged such that stimulation must be sufhicient to exceed a volt-
age threshold. After an action potential, a refractory period ensures that neuronal
behaviour is rhythmic, since it must then pause as between beats on a drum. This
rhythmicity allows neurons to have a very wide behavioural repertoire, from steady
firing, to complex rhythms, via bursting behaviour (Buzsiki, 2006). Thresholds may
also be employed to raise activity in some pathways, attenuating activity in others, but
also to conserve resources by reducing activity. Finally, neuromodulators can affect
the behaviour of neurons by affecting both bias voltages (Beaulieu & Gainetdinov,
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2011; Neve, Seamans, & Trantham-Davidson, 2004) and learning rates (Lendvai &
Vizi, 2008).

Neurons can link up in a variety of topological patterns that can support higher level
cognitive processes. I will look at three common motifs here: mutual inhibition; asso-
ciation; and recurrency. First, the mutual inhibition motif entails that all participating
neurons inhibit each others. This will result in all but the few most stimulated neu-
rons being active. This motif is involved in selecting percepts (Baca, Marin-Burgin,
Wagenaar, & Kristan, 2008; Blakemore, Carpenter, & Georgeson, 1970; Xiong &
Chen, 2002) as well as in the process of choice (Gold & Shadlen, 2007). Second, the
association motif involves bi—directional connection between neurons, such that the
connection is strengthened between those neurons that are active at the same time.
This is the Hebbian learning paradigm mentioned above (Hebb, 1949). Association
networks bind together sensory streams into unitary groups, but are also used to bind
value information to sensory streams (Carmichael & Price, 1995, 1994). Third, recur-
rent motifs entail also a form of Hebbian association, but in this case, self connections
with e.g. varying myeliation can contribute to a neuron being stimulated by its own
past output at several different times. This motif is likely used to mediate many kinds
of sequence memory, including episodic memory (Neophytou, Arribas, Levy, Park,
& Opviedo, 2021; K. L. Smith, Lee, & Swann, 1998; Whittington & Jefferys, 1994).

In paper 6 we proposed a model of location choice that included several of these motifs
(Balkenius, Tjostheim, Johansson, Wallin, & Girdenfors, 2020). Choice between two
spatial location was mediated by channeling excitation based on the perceived value
of each location into a network that employed first mutual inhibition, then recurrent
activation into leaky accumulator units. Hence choice is affected both of the perceived
value of each location, but also of how long that location was attended.

I will attend to choice processes in some more detail below, but they will recur also in
later chapters. The sense in which stimuli and choices may be considered meaningful
is however of importance, and I will consider this next.

2.6 ”Meaning” as biological perturbation and behaviour

The word "meaning” has several connotations in human terms. It may refer to purpose
and positive affect, as in a "meaningful life”, but it may also refer to semantics in
terms of what the "meaning of words” are. In this section, I will explain how what
is meaningful to an organism may be usefully interpreted in the sense of semantics:
as physiological affect on the organism, and as "appropriate behaviour to engage in”.
Finally, the appropriateness of behaviour may be understood as that which contributes
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to allostasis.

According to Cohen (2000), and Barandiaran and Moreno (2006) what is meaningful
to an organism may be understood as the functional effect of the organism’s interac-
tion with its environment. The most primary way sensory impressions may acquire
this form of meaning, is in direct physiological effect in terms of negative or posi-
tive affect. The pain of a piercing thorn to a paw, or of direct sunlight to an eye,
are examples of negative affect. The pleasure of warming a cold body in the sun, or
of sweet taste, are examples of positive affect. Stimuli that somehow induce stress
in the organism, tend also to induce negative affect and engagement of the sympa-
thetic nervous system. In effect, the sympathetic nervous system frees up energy from
stores, inhibits repair processes, and makes the organism ready for action. Stimuli
that reduce stress, including reducing physiological needs like hunger or thirst, tend
to induce positive affect. Positively valenced signals attenuate the sympathetic ner-
vous system, and excite the parasympathetic nervous system. The parasympathetic
nervous system facilitates rest, growth, and repair processes, and enables energy stores
to be replenished (McCorry, 2007).

The other way that stimuli may become meaningful to an organism is by means of
the behaviour they motivate. For a predator, the smell or sight of prey can moti-
vate stealthy approach; the sight of a rival can motivate aggressive approach. For a
prey organism, the smell of a predator will motivate avoidance, or freezing behaviour.
In both cases these stimuli will engage the sympathetic nervous system, channeling
energy to the motor system.

In Tjestheim, Johansson, and Balkenius (2019), we present a model that simulates
aspects of familiarity based trust formation, using stimuli that could be considered
meaningful in the way explained above . In this model, abstract stimuli representing
soft and painful touch were paired with stimuli representing faces. The model con-
tained also networks that simulated the effect of valenced stimuli on pupil dilation,
thus connecting a social process like trust formation to involuntary regulation of the
pupil. In a qualitative way, this model reproduced observations from experiments
with human subjects where pupil dilation predicted trust in interactions.

2.7 Choice, discrimination, and generalization

The ability to make meaningful choices as discussed above, depends on recognition of
what is going on in the external world. Recognition in turn is dependent on discrim-
ination and generalization. That is, neuronal populations must be able to distinguish
between stimuli that require different types of behaviour; if it is food, it should be

25



approached and eaten, but if it is a predator, it should be avoided. Similarly, popu-
lations should generalize over stimuli that require the same behaviour; both an insect
and a berry may be food, and both a hawk and an owl may be predators.

Hanson (1959) trained pigeons to respond to stimuli with different colours, such that
one colour gave a food reward at variable intervals, while the other did not. The pi-
geons were divided into groups such that the non—reward colour had varying amounts
of longer wavelength. After training they showed a range of colours to the pigeons
and counted the number of pecking responses to each of these colours. The resulting
distribution is called a generalization gradient. It shows how response is generalized
beyond the original reinforcing colour, and is often shaped like a bell-curve with a
central peak. The authors found that in their experiments, the peak of the general-
ization gradient was not centered on the reinforced colour, but was shifted to the left
with a varying amount, dependent on far away the non—reinforced training colour
was from the reinforced one. The closer the two colours were, the more to the right

the peak was shifted.

Terrace (1963) used a similar setup to Hanson (1959), using red and green colours
as training stimuli for pigeons, with red being rewarded at variable intervals, while
green was never rewarded. Differently from Hanson, Terrace examined the notion
of how ”errors”, in this case the selection of the unrewarded green stimulus, can be
affected during training. In his experiment, he started with only the red stimulus;
then he introduced the green stimulus, but with a different brightness and duration
to the red one. The brightness and duration were then gradually made equal to that
of the red stimulus. With these conditions, the results indicated that the pigeons
were able to learn without making errors. Letting the red and green stimuli have the
same brightness and duration from the beginning, resulted in the birds making errors.
The birds that were trained in the presence of the green stimulus from the beginning
also were reported to display fear behaviour to that stimulus, as well as an increased
response to the positive red stimulus.

With human subjects, Lissek et al. (2010) studied how a diagnosis of panic disorder
might affect perceptual generalization. The authors showed differently sized rings on
a computer monitor to subjects. Across the spectrum of sizes, one extreme was associ-
ated with danger, the other extreme with safety. The researchers measured the startle—
blink reflex using electromyography as an indication of a fear response. The startle—
blink reflex typically consists in an eye-blink response to a surprising, or startling
stimulus; electromyography entails measuring the electrical potential of muscles us-
ing conductive patches that can be stuck to the skin. Results from these experiments
indicated that subjects with panic disordered generalized their blink response to rings
with up to three units of size difference from the original danger stimulus. In control
subjects without panic disorder, this generalization was limited to a single unit of size
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difference. The authors conclude that heightened fear responsiveness like in panic
disorder can induce over—generalization effects to similar stimuli.

These studies on birds and humans show that biological systems can adapt to both
generalize and discriminate the precision of stimuli that elicits behaviour. But what
mechanisms exist at the neuronal level to mediate this broadening or narrowing of
stimulus to behavioural connections? To elucidate this issue, Dudek and Bear (1992)
conducted electrophysiological experiments on hippocampal brain tissue from rats.
Using electrical frequencies between o.5 to soHz, they stimulated neural populations
of the slices, and measured the post—synaptic potential afterwards. They found that
using pulses of 1-3Hz would consistently result in a reduction, or depression, of the
post—synaptic potential. Conversely, if the stimulation was at soHz, and increase
of the potential was measured, while at 1oHz no change could be observed. The re-
searchers also noted that increase of potentiation could be prevented by using NMDA
receptor antagonists. Antagonists bind to receptors without activating them, reduc-
ing the number of receptors that activating substances can bind to. NMDA receptors
are excitatory, and depend both on voltage level, as well as glutamate stimulation,
to open and admit positive calcium ions (Shadlen & Kandel, 2021b). According to
the researchers, the experiments suggest that synaptic depression can be produced by
long—term low frequency stimulation of NMDA receptors, while synaptic potenti-
ation can be achieved by high—frequency stimulation that admits sufficient calcium
ions.

These studies may be interpreted to shed light at both the psychology, and the neuro-
science of behavioural triggering, in the following way. First, the behavioural experi-
ments show that animals readily generalize cues that predict food, based on similarity.
Second, this generalization is limited, or shaped by absences of reward. This mecha-
nism can contribute to sharpen the recognition of cues, allowing animals to become
more discriminate. Thirdly, the experiment on humans indicate that responses to
danger can be particularly indiscriminate and general. This makes sense in an evolu-
tionary context where erring on the side of caution tends to keep animals alive longer.
Finally, the study on rat neurons provide at least one plausible mechanism for me-
diating generalization and discrimination, via long term potentiation, and long term
depression, dependent on the frequency of NMDA receptor stimulation.

2.8 Recognition and choice as cognitive fundamentals

In this section, I will argue that recognition and choice may be considered fundamen-
tal cognitive processes. It should be clear from the above sections that these processes
are not elemental in themselves, they are mediated in turn by neural behaviour; but
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they may be considered fundamental cognitive processes in the sense that they are
the minimally necessary processes for an organism that is not continuously fed energy
from its environment.

In this thesis I am using the notion due to Cohen (2000) that the presence of op-
tions, or alternatives can drive the need for cognition as something more involved
than stimulus—response behaviour. Having options makes it useful to have processes
that can evaluate those options, and to make choices based on the evaluations. Eco-
logical niches vary in their requirements to make choices, and the options available
to an organism depends much on that organism’s behavioural repertoire. This again
depends on its specific anatomical structure.

Let us consider again the slime mould. Does the slime mould have options, or can
it make do with responding automatically to stimuli? To what extent can the slime
mould go against the thermodynamical gradients that powers its oscillators? Takagi,
Nishiura, Nakagaki, Ueda, and Ueda (2007) subjected slime mould to an obstacle in
the form of a chemical repellent in a narrow corridor. They observed that after some
“indecisive” waiting time, the slime mould either carried on through the obstacle, split
in two and both progressed through and retracted, or completely retracted. A mathe-
matical model based on reaction—diffusion dynamics apparently could reproduce this
behaviour. Hence in a very simplified way, the slime mould has three options: to
proceed over the obstacle or to retract, or to split and do both. From the model, the
authors suggest that the indecision is likely due to internal instability dynamics of the
slime mould tip. Thus depending on the exact dynamical configuration of the mo-
ment, one of the three behaviours will win out. To some extent this may be similar to
contragrade movement, limited by the comparative strength of the repellent, versus
the growth dynamics of the slime mould.

Now, let us briefly consider a selection of cognitive processes, and how they con-
tribute to recognition and choice. First, perception represents that which might be
recognized, and recognition may be understood as a dynamic filter of perceptual in-
formation. Second, valuation may be considered as contributing to choice; value
information is typically that which biases choices of goals and behaviours. Third,
memory processes may contribute to both recognition and choice. I will consider
four types of memory and attempt to indicate their contributions. Perception mem-
ory consists of receptive fields and thus contribute to recognition; sensory association
memory also contributes to recognition in that associations enable processes to be
recognized via any of several sensory streams; episodic memory can contribute both
to recognition e.g. when recognizing situations, but it may also carry valence infor-
mation from remembered outcomes and thus affect choice; working memory may
contribute to both recognition and choice since it can be used to do short term com-
parison, but working memory may also be used to hold rules that can affect the choice
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of goals and behaviour. Finally, executive function in the sense of impulse inhibition
and prediction can contribute to recognition in the form of biasing perception, and
also regulate choice in the sense of maintaining approach to non—-immediate goals.

For the purposes of this section, I distinguish behaviour as well as goals as that which
is chosen. Goal directed mental behaviour like working memory manipulation and
abstraction are cognitive processes, but here I lump such processes together with mo-
tor behaviour. Hence in the context of this thesis I identify recognition and choice
as _fundamental cognitive processes in that I consider them to be what cognition is
about: the control of behaviour; perception, valuation, memory, and may be consid-
ered elemental cognitive processes that are necessary to realize recognition and choice.

2.9 Summary

In this chapter, I have traced an arc from thermodynamics to cognitive processes. We
have seen that thermodynamical gradients can spontaneously induce shape—patterns
in liquids via Bérnard cells and vortices. In biological neuronal cells, differences in
concentrations of ions inside and outside the cell is the basis for action potentials.
Action potentials are a type of oscillation, and neurons are a type of oscillator. Link-
ing oscillators together, like in the central nervous system, will automatically cause
them to spend as little energy as possible, by means of resonance and synchroniza-
tion. Resonance and synchronization in turn give rise to grouping processes in sen-
sory networks, such that patterns that are close together, or of same size, or colour,
may be perceived as belonging together. Visual perception works by composing small
patterns like light and dark into larger percepts, that can be recognized by memory
networks. Networked biological neurons display extra flexibility compared to basic
thermodynamical oscillators, since they have thresholds, and are susceptible to mod-
ulation by a range of transmitter substances. These substances can both increase and
reduce the rate of action potentials of a neuron. For an organism, perception and
behaviour is deeply intertwined, such that the "meaning” of percepts can be inter-
preted as what kind of behaviour is associated with it. In this sense, the meaning of
a recognized predator is to run away, and the meaning of internal hunger signals is
to go look for food. As organisms grow in complexity they typically have larger be-
havioural repertoires, and with this comes the necessity to make choices. The ability
to recognize the meaning of sensory signals, and to choose suitable behaviour from a
range of options may thus be considered fundamentals of cognition, and also one of
the contours to which this work pertains.
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Chapter 3

Allostasis and regulation

Allostatic processes are dependent on regulation, which implies that cognition too is
dependent on regulation, while also being a means for regulation. Feedback control is
thus a fundamental part of biological systems: it makes sure that the organisms stays
within allostatic boundaries. In this context, the cybernetics framework is a useful
framework for understanding cognition.

In this chapter, I start with informational free energy, and what it means that or-
ganisms must minimize informational free energy to maintain allostasis. After that
I delve more into how feedback contributes to regulation, and the specific roles that
positive and negative feedback plays. Then I explicitly connect allostasis to regulation,
and explain how the former implies the latter. A foraging animal is subject to per-
turbations from its environment, and feedback processes contribute to coping with
such perturbations. But some perturbations can be beyond the operating range of an
organism, pushing it away from homeostasis and into pathology. Finally, noise and
thermodynamic entropy will also exact their toll on living systems, degrading their
regulatory processes over time.

3.1 Informational free energy

Thermodynamic free energy can be formulated mathematically as the difference be-
tween two probability distribution, and this formulation also holds for information.
In this section, I will explain the relationship between thermodynamic— and informa-
tional free energy, and how the concept of information may be usefully understood
in the context of biology and allostasis.
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For the purposes of this thesis, the relationship between thermodynamic free energy
and informational free energy, is that the former is required to reduce the latter. More
specifically, according to Friston et al. (2006) the free energy at any one time is the
discrepancy between what the internal model of the brain says should be happening,
and what the sensory apparatus says is actually happening. Discrepancies between
the two are called prediction errors. Further, the brain’s expectation signal is used to
inhibit the sensory signal, such that only the difference between the prediction and the
sensory signal is propagated (Wagner & Smith, 2008). Hence when something doesn’t
turn out as expected, this difference signal is relayed through the perceptual system,
until eventually it can affect which choices are made. The point is that prediction
errors can be reduced, or minimized, at any of these stages. For newborn animals,
whose perceptual system is adjusting, the prediction errors induce the formation of
receptive fields. In some sense, this is what the model we presented in Tjostheim
and Balkenius (2019) does. Although this model does not explicitly use prediction
and prediction errors, the structure of the model allows it to be modified to do so,
and hence is an avenue for further work. However, once the perceptual system is
mature, predictions tend to be about situational outcomes, and could be e.g. about
the behaviour of other animals. Note that the predictions I talk about most in this
thesis are not so much about the external environment, but instead concern the state
of the body, as described in the previous chapter. In these cases, what is required is
not so much the update of the internal model of the world, but behaviour that results
in the ingestion of food.

When the internal model does get updated in the cortical areas of the brain, the dif-
ference between the backward flowing model signals and the forward flowing sensory
signals is computed by superficial pyramidal neurons in layers 1-3 (Bastos et al., 2012).
The feedback signals from the internal model are mediated by neurons in layer 5 and
6. There are then three timescales involved: that of glutaminergic ion channels, of
modulatory ion channels, and most slowly of adaptation of synaptic weights. Hence
when an animal moves in the world, frontal areas continuously compute the expected
pattern of action potentials at the different levels of the the sensory hierarchies (Bastos
etal., 2012). Whether prediction errors are minimized by means of synaptic updating
or foraging behaviour, thermodynamic free energy in terms of available ATP will have
to be expended to do so.

In the next section, we will encounter the concept of cybernetics and feedback control.
This is a mathematical framework for understanding how processes can be regulated.
After that, we will see how allostatic processes can be viewed from this perspective,
and that allostasis implies regulation.
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3.2 Feedback processes, regulation, and discretization

The term cybernetics alludes to the Greek word for a person who steers ships, and
was first used in Wiener (1948). The essence of cybernetics is feedback, and how using
feedback can either stabilize systems, or force them out of a stable state and into a
new one.

In the context of navigation, it is easy to see how a helmsman keeping a straight
course towards a port must continuously adjust the rudder of a ship to compensate
for wind and currents. The helmsman may use his eyes to look at a landmark and make
adjustments depending on whether the bow of the ship is pointed at the landmark
or not; or he may use a compass and make sure the compass is pointing in the right
direction. Using the terms of cybernetics and control theory, the eyes of the helmsman
are the sensors of the regulated system, while the helmsman’s arms and the rudder
of the ship makes up the e¢ffecrors. Furthermore, the landmark is usually called a
reference value, or a setpoint. The difference between the bow of the ship and the
landmark, is called the error. Hence the regulated system, consisting of both the ship
and helmsman, uses the error to continuously adjust the rudder via the effectors. This
minimizes the error.

The same principle applies in biological systems. The body temperature of a human
should typically be close to 37 degrees Celsius. This is an example of a setpoint; if
the body temperature drops too low, quick muscle contractions, or shivers, work to
return the body temperature to the setpoint. Hence the muscles are effectors, working
to reduce the error measured by temperature sensing neurons in the body.

In the nervous system, predictions can be understood as types of setpoints too, while
prediction errors corresponds to regulation errors; effectors include both the activity of
neural populations, the modulation of activity by neuromodulators, as well as synaptic
adaptation involved in learning (Ha & Cheong, 2017; Haenisch & Bonisch, 2011; Lin
& Kuo, 2013).

The examples above have been about negative feedback, that is feedback that is sub-
tracted from the setpoint to yield an error. However, positive feedback is also used in
the body. Typically, positive feedback is used in cyclical processes, to make sure the
end of a cycle is reached. The most important example of positive feedback for this
thesis, is that of the action potential elicited by neurons. When an action potential
is formed, the buildup of charge in the neuron at one point reaches a point of no re-
turn, where additional ion channels open up and the voltage ramps up to a maximum
(Hodgkin & Huxley, 1952). The process after the point of no return is thus an exam-
ple of positive feedback, and how it can mediate discrete either—or conditions. In the
next section, we will look at how prediction error information is a crucial element of
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allostasis.

3.3 Allostasis implies regulation

One of the fundamental reasons why biological systems need to be regulated is due to
a natural growing disorder in all such systems. We encountered this concept, called
entropy, in chapter two. Without proper regulation, organisms become increasingly
less orderly. For example, cellular compartments can break down, and with them,
biochemical processes like protein formation, or the synthesis of ATP. Once this pro-
cess gets going the whole organism will in the end break down and die.

Here, we will look at biological processes from the cybernetic perspective, and identify
some regulated systems within neurons, and in neural populations. One of the most
important ones for this thesis is the regulation of calcium ion flow. Above we saw
that calcium is important in synaptic adaptation for long—term—potentiation, and
long—term— depression. As it turns out, calcium is also important for the health of
neurons as such. Yoon, Won, Ryu, and Gwag (2003) reports that neurons are subject
to tight regulation of calcium flow, since insufficient flow of calcium ions will trigger
the mitochondrial death process and terminate the neuron. However, calcium flow is
again dependent on stimulation from presynaptic neurons, via the opening of NMDA
receptor channels. This means that a single neuron cannot upregulate calcium flow
on its own. One possibility for understimulated neurons, is to upregulate their input
from populations that represent sensory detail, such that stimulation can come from
prediction errors of detail information (Ahissar & Hochstein, 1997).

Similarly, calcium flow must be limited on the upper end, since excess calcium will
also kill the neuron (Connolly & Prehn, 2015). The upper and lower limits on activity
that a neuron can handle, as well as the need of neurons to be stimulated to stay alive,
impose interesting boundary conditions on neural tissue that are related to informa-
tion. As we shall see in the chapter on foraging, these constraints are a way for bottom
up mechanisms to influence the behaviour of the organism as a whole.

At the behavioural level, feedback has a slightly different intuitive meaning, as when
children get feedback from their teachers in a class. Feedback on behaviour can also
come in educational games, and Tdrning et al. (2020) present a theoretical model how
feedback can fail in this setting. According to this model, students need to both notice
and process feedback information before they can make sense of it and finally adapt
their behaviour. In the framework presented in this thesis, these steps may be mapped
to attention, in that students must notice that the feedback information appears; per-
ception, in that students must assemble visual signals and read text; recognition, in
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that students must recognize which behavioural options the feedback entails; and fi-
nally it must affect choice of behaviour. This can include cognitive behaviour, such
as recalling earlier event sequences and reinterpreting them. Compared to low level
physiological regulation processes where attention and motivation do not play a part,
high level interactive processes are at once much more complex but also more inter-
esting. 'The principle of feedback regulation is nevertheless the same; the intricate
process of interacting with the game will contribute to shape the students knowledge
towards an ideal target.

The plasticity involved in biological systems, albeit requiring strong regulation, can
also make them robust and forgiving of environmental changes, as we will see next.

3.4 External and internal disturbances can push allostasis to-
wards its limits

In the previous section, we saw how biological systems can function in diverse envi-
ronments, and under a range of environmental conditions. But organisms routinely
get sick and die. What happens regulation fails, and biological processes are com-
promised? Environmental perturbations that challenge allostasis are usually called
stressors, and stress and its effects are thus the subjects of this section.

Let us go back to our helmsman and his ship, and let us assume that he is steering
a sailing ship where everything is manual. What happens if the ship enters a strong
current which the helmsman didn’t know about? The sailing ship will veer off course,
and the helmsman may try to compensate by sharply turning the ship in the opposite
direction. An overshoot then happens, meaning the ship now is heading too much the
other way. Again he tries to compensate, but the sharp turn of the rudder combined
with the current again leaves him off course. The ship is now cycling, or oscillating
back and forth between extremes, but never quite reaching the steady course it had.
The upshoot is that the helmsman is having to spend much more energy than before.
What happens if he gets tired, and can no longer sufficiently compensate? The ship
will then eventually point in the same direction as the current, and go wherever it

leads.

The same principle applies to physiological processes in the body, and even to neural
processes in the brain. Many people find that their metabolism changes as they get
older, and they gain weight. Some then try to reduce their body weight by sharply
cutting down on food. They may find that they do indeed loose weight, but that an
increased appetite compels them to eat more. The result is the familiar yo—yo effect,
where no lasting weight reduction is achieved. In this case, the metabolic changes due
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to aging is like the ocean current, and the steering behaviour of the helmsman is like
dieting. In the end people are unable to muster the energy for dieting, and the body
will sail its course.

The brain goes through natural cycling as the body tracks e.g. the day and night cycle
by means of the circadian system. But in some cases, often after stressful life events,
systems in the brain can be pushed out of their regular rhythms, and into oscilla-
tion. Manic depression may be an example of this. The exact mechanism behind
this condition is not well understood, but some researchers argue that irregularities in
calcium allostasis may be involved (M. J. Berridge, 2013). Others theorize that energy
mechanisms and problems with neuronal mitochondria are likely causes (Mansur,
Lee, Mclntyre, & Brietzke, 2020). In the latter case, the authors suggest that individ-
ual variations in circadian system, and hence the ability to handle disruptions to the
day—night cycle, could contribute to pushing an individual’s metabolic system out of
sync with the body’s energy needs. These changes could then manifest as symptoms of
depression and insufficient energy availability, alternating with mania and an excess
of energy.

There are many changes in an organism’s environment that can cause stress. For an-
imals, lack of food is common, and dry seasons with little water is stressful too. Hu-
mans can experience severe stress when they are forced to change their habits after
loosing a job. Hence, both forest animals and humans may be compelled to change
their foraging habits, and their allostatic behaviour, due to stressors.

Some of the negative effects of stressors depends on the degree to which they are
surprising. The necessity for prediction in allostasis is the topic we turn to next.

3.5 Allostatic regulation requires prediction

Organisms typically alternate between being asleep and awake. They alternate be-
tween eating and defecating, between foraging for food, and mating. Bodies have
internal rhythms, and are sources of patterns. Above I use the example of a helms-
man on a ship that starts to oscillate when entering a strong and irregular current.
The oscillation occurs because the helmsman is forced to react to the current. That
is, some time would elapse between the helmsman noticing that the ship was moving
away from the setpoint, and him managing to turn the helm. However, if there was
a repetitive pattern in the current, he could learn to predict it, and turn the rudder
early enough to compensate for the change he anticipated. With enough experience
the helmsman would be able to keep the ship heading in the correct direction without
oscillation.

36



Physiological processes in the body is analogous to the regularly shifting current, while
the central nervous system typically has the job of the helmsman. Concretely, an
animal becomes hungry sufficiently long before it actually needs energy so that the
blood sugar stays within allostatic range. Another example is a student becoming
nervous before a presentation, but becomes calm once the presentation actually starts.
Some of the nervousness consists of the stress response of the body regulating up the
availability of energy in anticipation of meeting the demands that the presentation
will make. If the demands are accurately predicted, the student will become calm as
the presentation proceeds, since there is enough energy available, and that energy is
made use of according to predictions.

To be able to make adjustments in the body like this, an interoceptive network in-
volving the subcortical hypothalamus and areas of the cortex called insula and cingulate
cortex together act as the helmsman, using both targeted neuronal signals to areas in
the brain, but also broadcast messages to the body in the form of hormones (Glinoer,
1997; Pagotto, Marsicano, Cota, Lutz, & Pasquali, 2006).

According to Craig (2002), the hypothalamus is part of the interoceptive pathway that
projects information from peripheral parts of the body to the brain. One endpoint
of these projections is the insular cortex, placed in between the temporal lobe and
the parietal lobe. Lovero, Simmons, Aron, and Paulus (2009) conducted MRI scans
on human subjects while applying a touch stimulus to their hands after the subjects
were told by voice that this would happen. The imaging data showed that mid—to—
posterior insular regions were activated when the touch stimulus occurred, while the
anterior insula was activated as the subjects anticipated the stimulus after being cued.

The perception of threat and danger is accompanied by signals from the body, like
increased heart rate and faster breathing. Critchley, Wiens, Rotshtein, Ohman, and
Dolan (2004) instructed human subjects to judge the timing of their own heartbeats,
while scanning them using fMRI. The authors report measuring increased activity in
the subjects’ insula, as well as their somatomotor— and cingulate cortices. The accu-
racy of the subjects in the interoceptive task correlated with measured activity in right
anterior insula and the surrounding opercular cortex. There was also a correlation
between the grey matter volume in these areas, and subjects’ reported visceral aware-
ness, and accuracy in the task. Finally, accuracy was also correlated with indices of
negatively valenced emotional experience.

Holtz, Pané-Farré, Wendt, Lotze, and Hamm (2012) investigated which areas of the
brain were particularly activated in relation to the anticipation of threat symptoms
like hyperventilation. Before putting them in an fMRI scanner, the authors used a
task in which human subjects were guided through hyperventilation behaviour, and
where cues were used to enable the subjects to anticipate hyperventilation or normal
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ventilation. They recorded the subjects’ reported level of fear of unexplained bodily
sensations. At this point, the researchers found that subjects that reported high level
of fear, also reported higher level of bodily symptoms, and showed higher potentiation
of the startle reflex. The subjects were then put in the fMRI scanner, and the same cues
were presented to the subjects as in the hyperventilation task. However, the task itself
was now not conducted. The results from this experiment showed that the anterior
insula was activated in the subjects as they received the cue for hyperventilation, along
with the orbitofrontal cortex, the dorsal anterior cingulate cortex, and the dorsomedial
prefrontal cortex. Subjects that reported higher levels of fear had an overall stronger
activation of the previously mentioned areas, and this activation tended to persist
even when they learned that actual hyperventilation would not occur. See Barrett
and Simmons (2015) for a review and a theoretical framework concerning prediction
in allostasis.

Tjestheim et al. (2019) employed a biologically inspired computational model of pupil
dilation connected to soft or painful touch signals via a simplified interoceptive path-
way, to investigate how interoceptive signals can influence familiarity based trust, as
well as approach and avoidance behaviour. The model was exposed to signals repre-
senting human faces in two sequences, first while receiving signals representing gen-
tle or painful touch, then without any such stimulus. The model reproduces pupil
behaviour associated with positive and negative signals, and predicts that negative in-
teroceptive signals have an asymmetric negative affect on trust. It also predicts that
negatively valenced encounters dominates positive ones, and hence tend to overall
motivate avoidance when positive and negative signals are equal.

In summary, these studies indicate that regulation of the body’s internal environment
involves prediction, and that areas particularly involved in this aspect of allostasis in-
clude hypothalamus, insular cortex, and cingulate cortex. There are also indications
that interoceptive signals like pronounced heart beat or ventilation is negatively va-
lenced and associated with threat, and can motivate avoidance behaviour.

In a regulated system, correct engagement of effector is not only dependent on in-
formation from sensors being accurate, but also that control information itself is not
distorted on its way to effectors. In the next section we will look how both of these
processes can degrade over time and how this may affect a cognitive system.

3.6 Noise and entropy degrade regulatory processes over time

Recall from the first section of this chapter that thermodynamic processes are intrin-
sically noisy, and that biological processes are therefore noisy too. In this section, I
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will explain how noise and entropy adversely affect allostasis over time, and that this
is one major contribution to the aging process.

Once again let us consider our helmsman aboard his sailing ship. Perhaps the ship
made it out of the current, but new challenges await. The ship now enters an area
of magnetic rock formations, and a thick fog descends. We need also to take a closer
look at the ship’s rudder mechanism. The rudder on this ship is namely connected
to the helm, that is the ship’s steering wheel, by means of iron shafts and gears. It so
happens that iron is elastic and can be twisted; repeated high force on the iron rods
can also fatigue them making them less able to transfer the movement of the helm to
the rudder. We remember also that the helmsman did a lot of turning earlier, coping
with the ocean current.

Two sources of uncertainty has now entered the regulatory system of the ship; firstly,
the helmsman can no longer see the landmark he was following quite as well, and the
magnetic compass has become less reliable due to those magnetic rocks. Secondly, he
can no longer be completely certain how well his turning of the helm actually transfers
to the rudder.

In the brain, the process of aging can impose similar uncertainty both on senses and
effectors, as the fog and the unreliable rudder in the ship example. Accidents, injuries,
and social stress can make demands on the body’s energy system, making it less able to
maintain itself. One particularly important factor appears to be the very fundamental
aspect of mitochondrial reproduction when cells divide. According to Lane (2005),
cells start out with pristine mitochondria, able to produce ATP at high rates. Mito-
chondria have their own DNA, apart from that of the host cell. In the same way that
copying errors can affect cellular DNA and produce mutations, such error can affect
mitochondria and produce mutations there. Unfortunately, most mutations affect
mitochondria negatively, and reduce their efficacy. That means that, as time goes on,
the capacity of cells to produce ATP decreases, and hence decreases also those cells’
means to power all the biochemical processes that are required to clean up waste, and
maintain cellular structure (Stefanatos & Sanz, 2018). We can observe the sum total
of this process of reduced metabolic capacity and increasing entropy as aging.

One consort of aging is Alzheimer’s disease, which in particular appears to affect the
medial temporal areas involved with memory and spatial cognition. In the next sec-
tion we will look into how pathological processes such as this, though dreadful, may
still provide a window on cognitive processes.
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3.7 Pathology as a window on cognition

Dementia is an outcome of several pathological processes, including Lewy body dis-
ease, Parkinson’s disease, and Alzheimer’s disease (Raz, Knoefel, & Bhaskar, 2016).
Here I will focus on Alzheimer’s disease because one of the characteristics of this pro-
cess is impairment of medial temporal areas that are involved with spatial navigation,
and the use of cognitive maps (Coughlan, Laczé, Hort, Minihane, & Hornberger,
2018).

As reviewed by Serino, Cipresso, Morganti, and Riva (2014), people in early stages
of Alzheimer’s disease tend to experience more problems with navigating complex
environments. In particular, they note that Alzheimer’s disease appears to make the
use of mental maps more difficult. These situations occurs when you cannot directly
move towards the place you want to go to, but must construct in your mind a way
around a building or something that stands in your way. The term for this way of
finding your way is using an allocentric reference frame, where allo— means "other”,
in the sense of “other than yourself”. By contrast, when you can just walk right up
to your goal, you are using an egocentric reference frame, or the viewpoint of your
own eyes. Serino et al. (2014) also note that as neurons die in the spatial cognitive
areas, shifting between the two reference frames becomes more troublesome. Hence
in Alzheimer’s disease, the recognition of where you are in relation to places around
you, can become more difficult. As a consequence, your choices of how to navigate
to your goals become more limited.

For people experiencing psychosis, recognition of what is happening in the world also
becomes challenged. Kapur (2003) theorizes that some element of psychosis is due
the dopaminergic system marking things as salient when they shouldnt be. How-
ever, dangerous things that should be avoided, like predators, must also be salient.
In both cases, wrongful labelling of percepts in this way will motivate approach or
avoidance behaviour that can be maladaptive. For example, stalking behaviour may
result from misattribution of people as salient for approach, e.g. as a romantic part-
ner (Miller, 2012), while paranoid avoidance and hostility may come from marking
people as salient for avoidance or aggression (Tiernan, Tracey, & Shannon, 2014).

The mental models that are formed from these kinds of misattributions of salience, are
often referred to as delusions (Gerrans, 2014). Understanding how they are formed,
not only has the potential to increase understanding of cognitive processes in general,
but brings also hope that the suffering experienced by the people involved can be re-
duced. Gerrans (2014) presents the hypothesis that delusions may be the product of
the default mode network constructing subjectively adequate causal chains in response
to unexpectedly hypersalient stimuli. The default mode network is typically concep-
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tualized as being active by default” when people are not engaged in goal directed
behaviour (Buckner, Andrews-Hanna, & Schacter, 2008). Although it connects to-
gether several areas, the important function in relation to delusions, is that it can make
up possible trains of thought that can be interpreted as possible causal paths (Gerrans,
2014). In the absence of dysfunction, momentary default trains of thought, such as
"he looked at me, he’s out to get me” are quickly dismissed by prefrontal areas that
can dampen default activity based on more general beliefs about society and the state
of the world (Gerrans, 2014). But if these prefrontal areas are somehow weakened or
damaged, default thoughts can come to influence choices and hence behaviour.

3.8 Summary

In this chapter, I have introduced the concept of allostasis, which is the fundamental
biological process of maintaining life. Allostasis implies that an organism is regulated
by means of feedback processes. Feedback ensures that physiological variables like
blood—sugar levels, or the concentration of salt in the body, are neither too high or
too low. However, rectifying allostatic errors requires energy, in the same way that
keeping a sailing boat on course requires energy and muscle power. Both external
and internal perturbations can challenge the allostatic system: going out into cold
weather without clothes increases the energy the body has to spend to keep itself at 37
degrees, while a virus infection increases energy demands by the immune systems. To
keep physiological variables within their boundaries, it is not enough for the body to
blindly react to the environment; rather it has to be one step ahead, and predict what
is going to happen. Thus, the muscular system will start working in preparation before
you lift a heavy bag of groceries. You will feel hungry some time before the energy
from the food is needed, so that it is already digested and ready at the appropriate
time. But in any physical system there is noise, and the same is the case in the body.
Noise from internal heat will affect both sensor signals from eyes and ears, and from
sensors that measure blood sugar. Likewise there is noise in the effector signals that
are tasked with rectifying regulation errors. During the aging process, the noise in
the system tends to grow, which means that the system as a whole becomes more
and more likely to fail. Studying failure in the body and the nervous system, can
provide valuable information about how these systems work. For example, during
the course of Alzheimer’s disease, people tend to experience growing difficulties with
using mental maps, and have trouble understanding their own spatial position in
relation to their surroundings. This knowledge may give insights into both the causal
underpinnings of Alzheimer’s disease, but also into spatial cognition.
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Chapter 4

Energy, allostasis, homeostasis

Neural processes, and therefore cognition, are constrained by energy availability and
mitochondrial capacity at the subcellular level. Like cognition, behaviour may be
considered an allostatic process, both in terms of foraging, but also in terms of directly
regulating energy conservation and dissipation through e.g. physical activity.

Allostasis is the process of maintaining life, and is concerned with making sure that
sufficient energy is available, and that available energy is balanced with energy cost.
The main point of this chapter is that organisms primarily engage in allostatic pro-
cesses, and that cognitive processes can therefore also be considered from the perspec-
tive of allostasis. That is, we can ask what the is role of cognition in allostasis.

Several neuromodulators systems are involved in allostasis, and I will present three
of them here, discussing them in the context of energy management. I argue that
the serotonin system mediates long term sampling of environmental suitability; the
dopamine system mediates approach to resources; and the opioid system mediates
energy conservation which, along with energy gain, is the basis for positive value.

Allostasis happen at multiple scales, and in the final section I begin at the neuronal
level, with calcium homeostasis, and work up to the organismal level with the tension
between novelty and boredom.

4.1 Allostasis as energy management

Allostasis is the process of working towards homeostasis. In biological systems, the
organism is seldom in actual homeostasis and if so, only for short periods of time. This
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is because perturbations from the environment tend to be rife, resources within the
organism tend to deplete quickly, and waste products build up. However, allostasis is
primarily about energy management, as I will endeavour to explain in this section.

If you stand in the middle of a forest, see bushes moving, and hear the rustle of leaves
of something approaching, you may feel uncertain, both about what is in the bushes,
but also about what to do. It could be a bird or a cat, but it might also be a bear.
This uncertainty will induce stress, and depending on the how big and dangerous you
estimate the thing to be, your body might prepare to run away and divert energy to
muscles, and away from the brain. If the thing sounds small and harmless, energy
might instead be diverted to networks in the brain that can reduce uncertainty by
matching to experience or to semantic knowledge. This might be a benign example,
but a more serious situation could e.g. involve the loss of a job without being able
to easily replace it. Uncertainty will then regard how to be able to pay bills, feed a
family, or even have somewhere to live.

If uncertainty is not reduced, the brain may go into a persistent energy crisis which
can contribute to malfunction not only in the brain, but also in cardiovascular— and
digestive systems (Peters, McEwen, & Friston, 2017). In cases like this, the allostatic
load increases. This term can be understood as referring to how much energy is re-
quired by the body to maintain allostatic processes, and keep physiological systems
within the healthy zone. If the allostatic load is persistently too high, it can induce
pathological processes including impaired memory, diabetes, and clogging of arteries
Peters et al. (2017).

There are several ways the cognitive system can deal with uncertainty to prevent the
increase of allostatic load. First, control of attention can reduce uncertainty not only
by attending directly to areas in the sensory field that are unclear, but also by seeking
out information actively. This option will invariably entail learning, which has the
effect of increasing predictive power. In the example of finding a new job, these two
alternatives might involve searching on job sites on the internet, and calling up com-
panies to learn who might be hiring. However, a third way to reduce allostatic load is
habituation, or adjusting expectations. Hence if no jobs are to be found, expectations
may be shifted from being employed with a high salary, to being unemployed and
having less money. Goals may also shift from making a career, to making do, and
focusing on family.

Hence energy management can and do happen at many levels at the same time; a
stressful event can upregulate signaling substances that facilitate learning when the
stress is over (Peters et al., 2017); similarly learning can also be facilitated when effort
is made to cope (Pratt & Kelley, 2004). At the behaviour level, both approach and
avoidance behaviour can be triggered, either to engage with a situation and reduce
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uncertainty actively, or escape from it if that is possible.

In the next section we will look closer at some of the neuromodulator systems that
are involved in allostasis.

4.2 The neuromodulator systems that support allostasis in for-

aging

In the central nervous system, neurons are affected not only by excitation and inhibi-
tion, but also by several different substances that modulate both plasticity and spiking
behaviour. Some of these neuromodulators are particularly important for allostatic
behaviour like foraging, and in this section, I will present three of them. First, the
dopaminergic system is involved primarily in aspects of motivation and energizing ap-
proach to goal—sites important for allostasis. Second, the opioid system mediates liking
and hedonic aspects of reward. Since opioid receptors appear to be inhibitive and can
be found on GABAergic interneurons, I will go into some detail arguing how the
opioid system might mediate value by means of saving metabolic energy. Third, the
serotonergic system performs a wide variety of functions in both the nervous system of
the gut, as well as in the central nervous system. Overall though, the serotonergic
system appears to keep track of long term environmental suitability. The other neu-
romodulators, that include acetylcholine, oxytocin, noradrenaline, and histamine, are
important for learning, social cognition and social reward, and arousal. These neuro-
modulators are involved in allostasis as well, but with an exception of acetylcholine
and learning, perhaps less involved in allostasis in the context of foraging.

4.2.1  'The dopaminergic system: seeking, approach to allostatic goal-sites

The dopaminergic system complements the serotonergic system. The overall func-
tion of the dopamine system can be understood as mediating behaviour that brings
a system closer to allostatic goals. This includes navigating to goal-sites that contain
necessary resources like food or water, but also social goal-states, as well as informa-
tional ones having to do with curiosity and knowledge.

Dopamine is associated with a plethora of functions in the central nervous system,
but is often associated with reinforcement learning (Glimcher, 2011; Watkins & Dayan,
1992), where those behaviours that tend to yield rewards are increasingly triggered at
the presentation of a salient signal (Holroyd & Coles, 2002).

Researchers have been debating whether dopamine is directly associated with reward,
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referred to as liking, or whether it functions as a signal of unexpected reward, i.e.
as reward prediction error, and that this signal is used to facilitate learning (Wise,
2004). There are also indications that dopamine is involved with perception via in-
centive salience that is associated with wanting (K. C. Berridge, 2006; K. C. Berridge
& Robinson, 1998).

Dopamine appears also to be involved with motivation, the facilitation or energizing
of behaviour. Matsumoto and Hikosaka (2009) found that when exposing monkeys
to both rewarding as well as aversive stimuli, recordings of dopaminergic neurons
in areas near basal ganglia, became active in response to both kinds of events. Hence
dopamine is not only used in connections with reward, but also with negatively valued
events.

Building on Alcaro, Huber, and Panksepp (2007) and others, Wright and Panksepp
(2012) argue that the dopaminergic system can be understood as contributing to a
brain system that mediates seeking, in the sense of seeking out and approaching re-
sources.

Although evidence tend to support dopamine being involved with wanting, rather
than liking, the opposite is the case for the opioid system which we turn to next.

4.2.2 The opioid system: positive value as energy savings and —gain

Where dopamine mediates triggering of allostatic seeking behaviour, the opioids ap-
pear to mediate the biological substrate for consummate value. In this section, I
discuss how the opioid system might perform this function by regulating metabolic
cost in the central nervous system.

The opioid system appears to be strongly linked with consummatory positive valence,
in particular the value of food. There are three types of opioid receptors, called mu,
kappa, and delta (Satoh & Minami, 1995). The mu opioid receptor is mainly inhibitive
and expressed subcortically; the kappa opioid receptor is implicated in reward from
fatty food, and in satiation, and appears to oppose mu receptor activity. The delta
opioid receptor is implicated in rewards from fatty food, like the kappa receptor.
Similarly to the mu opioid receptor, it appears to have a mainly inhibitive effect, but
is expressed more broadly in cortex rather than subcortical areas (Satoh & Minami,
1995). According to these authors, opioid receptors are primarily disinhibitive, tend-
ing to reduce activity of inhibitive GABAergic interneurons.

Pecifa and Berridge (2005) and K. S. Smith and Berridge (2005) investigated the ef-
fect of administering sugary rewards to rats, and observed the animals’ stereotypical
behavioural reactions. For example, rats tend to increase eating, and stick out their
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tongue in response to sweet tasting foods. For bitter tasting food, they shake their
head and turn away. By using microinjections to the nucleus accumbens shell in the
basal ganglia, of a substance that binds to mu receptors and hence tend to increase
the behavioural response to sweet taste, the researchers found that the neurons that
respond to sweetness are present only in a small area of the n. accumbens shell struc-
ture. Using the same method for the ventral pallidum area, the researchers found that
ventral pallidum generation of increased food reward and increased eating behavior is
related, but can be dissociated. The point is that opioid mediated liking, or hedonic
impact, is closely associated with consummatory behaviour, in contrast to the seeking
behaviour that we saw associated with the dopaminergic system. It is also interesting

that both sugars and fats reliably induce liking, these being both very energy dense
foods.

As mentioned above mu and delta receptors have an inhibitory effect on neurons,
while kappa receptors oppose this inhibitory effect (Satoh & Minami, 1995). Typical
physiological effects of opioids include suppressed breathing, drowsiness, as well as
constipation (Merrer, Becker, Befort, & Kieffer, 2009). Hence mu and delta stimula-
tion can reduce activity of smooth muscle, both in the respiratory system, and in the
gut. Opioids also reduce arousal.

In a recent review, van Steenbergen, Eikemo, and Leknes (2019) propose that mu re-
ceptors can contribute not only to liking mechanisms in the basal ganglia, but also to
networks involved in higher level decision making. The authors mention that such
areas as orbitofrontal cortex, basal ganglia, the amygdalae, anterior cingulate cortex,
and prefrontal cortex are now found to be dense in mu receptors. The authors pro-
pose that subjective value of reward may be increased also by these receptors reducing
aversive arousal.

In summary, the opioid system may viewed as responding to energy gain through
consumption of energy rich foods such as sugars and fat, but in some way also may
mediate energy saving by lowering arousal, and tuning down energy costly inhibitive
interneurons.

4.2.3 The serotonergic system: long term sampling of environmental suit-

ability

The serotonergic system is involved in digestion as well as affective mood. Evidence
suggests, however, that the overall function of the serotonin system is to sample the
energetic suitability of an organism’s environment. In this section, I discuss how this
entails both sampling the availability of food, but also the availability of social support.
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Serotonergic signaling is highly prevalent in the nervous system of the gut, the enteric
nervous system (De Vadder et al., 2018). Serotonin is thus involved in metabolism,
and participates in how food material is conducted through the digestive system. Since
serotonergic activity contributes to the rhythmic contraction of the gut, a deficit of
serotonin here can result in constipation, while excess serotonin signaling can induce
diarrhea (Camilleri et al., 2002). In the central nervous system, serotonin is synthe-
sized from zryprophan in the raphe nuclei in the brain stem. Outward projections
from these areas modulate brain stem structures receiving meal-associated interocep-
tive and systemic signals (Tecott, 2007). The body cannot make tryptophan on its
own, and is reliant on food sources to supply of it. The hypothalamus, which is one
of the key areas involved in allostasis and the regulation of energy balance (Shadlen
& Kandel, 2021a), receive serotonergic innervation and express serotonin receptors in
all its component networks.

Reduction of serotonin synthesis, e.g. from a lack of tryptophan, is associated with
increased motivation to eat, or hyperphagia. The opposite can reduce eating, inducing
hypophagia, and also tends to increase metabolic rate (Donovan & Tecott, 2013). Sero-
tonin is typically distributed by axons that diffuse it into extracellular space. It binds
to receptors that are not part of synapses, but rather distributed along various parts
of neurons (Braun & Leblanc-Sirois, 2016). A mechanism of reuptake continuously
channels excreted serotonin back into axons to be reused. In experiments on mice,
the absence of such serotonin reuptake increased extracellular serotonin concentra-
tions, and made the mice less active than controls. The converse was the case when
the researchers increased the reuptake rate by genetically increasing the expression of
serotonin transporter proteins. That is, mice with higher reuptake were observed to
run around more and were more active than control mice.

The serotonergic system appears to interact closely with the oxytocinergic system,
which contributes to the mediation of social behaviour. In particular, interaction
between these two systems seem to be necessary for social behaviour to be rewarding,
and for such behaviour to be reinforced by reward (Délen, Darvishzadeh, Huang,
& Malenka, 2013). That is, oxytocin alone appears not to be sufficient to account for
the rewarding effects of social interaction, but is dependent on serotonergic activity to
trigger rewards. Conversely, serotonergic neurons in the raphe nuclei express oxytocin
receptors, and oxytocin activity appears to facilitate release of serotonin (Yoshida et
al., 2009).

Taken together, and from a foraging perspective, this evidence may be interpreted as
the serotonergic system providing a long term average of nutritional quality of the
environment. In concert with oxytocin, the serotonergic system reflects also the level
of social support. Nutritional quality is related to which kind of food contains trypto-
phan, which includes among others seeds and nuts, as well as milk, fish, and poultry
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(Nongonierma & FitzGerald, 2015) (but see Soh and Walter (2011) for evidence that
nutrition alone is not sufficient to increase tryptophan levels in blood). These are all
nutrient-rich foods, and in particular it appears that tryptophan is an indicator of
protein sources (Nongonierma & FitzGerald, 2015).

4.3 Behaviour as allostatic process

Usually, allostasis is associated with the internal physiological processes that continu-
ously regulate the organism, such as maintaining blood pressure, keeping blood sugar
stable, and making sure the body is not overwhelmed by invading pathogens. In this
section, I will explain how overt behaviour may also be considered primarily allo-
static. I will focus mainly on foraging behaviours, but also make a point of discussing
information— and novelty seeking behaviours that may not be as obviously allostatic.

Inside the body, regulatory loops have the privilege of being closely coupled. The
peripheral nervous system with sensory cells can synapse directly with hypothalamic
neurons. These can again synapse with epicrinal cells that can excrete hormones, or
other effector substances, into the body. In contrast with such tightness, the coupling
between an organism and its environment tends to be more tenuous. Bruineberg
and Rietveld (2014) describe this looser coupling by means of an organism’s “grip”
on environmental affordances. This grip entails that the organism can interact with
its environment, and draw resources from it, but also that it can adequately sense
what is going on in it. Bruineberg, Kiverstein, and Rietveld (2018) makes the point
in this regard that organisms need not necessarily be attuned to the "truth” of what is
actually the case in its world, only that its sensory impressions are sufficient for it to
maintain grip, and keep itself alive. As the authors point out, a perfect model of the
environment would be of little use if it did not adequately indicate to the organism
what behaviour it needs to engage in to maintain allostasis. An example of this could
be that, smells and taste indicate to an animal, both where to go to look for food, and
whether what it has found, is suitable to eat. If the smell is attractive and the taste is
sweet, this could go a long way, both in telling the animal what it needs to know, and
making it engage in eating behaviour that maintains supply of energy.

It can be useful to employ mathematical idealizations of information processes to in-
crease understanding of animal foraging. Friston et al. (2015) use such mathematical
perspectives to build a framework for how organisms can predict their environments.
In the ideal case, an animal would have learnt all there is to know from an environ-
ment when there is no longer any difference from what it anticipates will happen,
and that which actually happens. At this point, the animal is in a sense free to exploit
the knowledge it has acquired, using it to maintain allostasis without having to pay
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metabolic costs to update the internal model with new information. In practice, this
ideal case is not likely to come about very often. But it offers a useful perspective on
so called epistemic foraging, also referred to as active inference. This can be interpreted
as behaviour animals engage in specifically to learn more about their environment.

Since it is difficult to know much about animal’s subjective states, it is a matter of
speculation to confer on them human-like feelings of curiosity. But as reviewed by
Gottlieb, Oudeyer, Lopes, and Baranes (2013), curiosity is associated with patterns
of gaze behaviour, and these behaviours may have some overlap with those found in
animals. The reduction of uncertainty appears to be one aspect of epistemic behaviour,
and which also applies to gaze movements. Gottlieb et al. (2013) proposes that having
an intrinsic motivation to reducing uncertainty by learning, would help organisms in
the sense that their long—term evolutionary fitness could increase in rapidly changing
environments.

Peters et al. (2017) couple uncertainty with metabolic cost via the concept of allostatic
load. Recall that allostatic load can be understood as the energy cost involved in
maintaining allostasis. In the context of curiosity, uncertainty about the environment
may upregulate motivation for an animal to move around its environment, precisely in
those places where it is unsure about what is going on. When it obtains information
about those places, uncertainty will decrease, as will metabolic cost associated with
this uncertainty. This energy saving, or relief from ongoing costs could then yield
positive valence similar to the /iking mechanisms described above.

4.4 Allostasis at multiple scales

Allostasis happens both at the scale of subcellular biochemical processes, and at the
behavioural scale. In this section, I will expose the innards of neurons to explain
the role of calcium in neuronal integrity, then move up into the level of networks to
explain how plasticity can support cellular calcium homeostasis. Finally I will zoom
out to the behavioural level and explore how boredom and novelty—seeking might be
explained in terms of neuronal populations working to regulate themselves.

4.4.1 Neuronal allostasis and calcium homeostasis

Like the body as such, individual neurons must work to keep themselves in home-
ostasis. But neurons are sensitive to the activity of the neurons they synapse with.
An active neuron both receives and exudes ions, and calcium ions in particular. Both
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Figure 4.1: Calcium homeostasis in mitochondria. A When calcium flow is normal, the membrane potential
inside mitochondria is around -160mV. B excessive calcium inflow reduces the mitochondrial mem-
brane potential, which means that less power is available for making ATP.

too much, and too little calcium can stress neurons, and calcium dyshomeostasis is
especially dangerous.

Too much stimulation by excitatory input can induce cell death in neurons, and is
referred to as excitotoxicity (Choi, 1992). This process is typically associated with glu-
tamate receptors, since glutamate is the primary excitatory neurotransmitter in the
central nervous system. Choi (1985) showed that in cortical neurons, excess glutamate
stimulation was followed first by swelling of cell bodies and dendrites, and followed by
cell disintegration. According to the author, the first phase was associated with inflow
of natrium ions, while the latter phase was dependent on availability of calcium ions.
The notion that excess calcium ions can cause damage inside neurons was supported
by (Hyrc, Handran, Rothman, & Goldberg, 1997), that showed via video—microscopy
that stimulation of NMDA receptors in particular predicted cell death. In neurons,
glutamate excitation is associated with two kinds of receptors, AMPA and NMDA.
The AMPA receptor is typically activated first, since it is only dependent on gluta-
mate stimulation, and admits natrium ions. NMDA receptors are dependent both
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on voltage level as well as glutamate stimulation, and admits calcium ions (Shadlen
& Kandel, 2021b). Using cultured hippocampal cells, Stanika et al. (2009) showed
that a pathway exists where calcium overload can affect mitochondria, and reduce
their ability to produce ATP. Thus, excitotoxicity appears to be associated with excess
level of glutamate stimulation, and over—activation of NMDA receptors, that then
contribute to dangerously high levels of calcium ions inside the neuron; this again
contributes to energetic stress growing where biochemical processes are impaired due
to a lack of energy; ultimately this can lead to cell death (Connolly & Prehn, 2015).

As is usually the case in physiology, both upper and lower limits exist. This is also the
case for neurons and calcium flow. Ikonomidou et al. (1999) injected seven day old
rat pups with a substance that blocks NMDA receptors, and hence severely downreg-
ulates the amount of calcium ion inflow that neurons receive. In control rats, natural
neuronal cell death was less than 2% of total neural density, while in NMDA blocked
rats, the density was reduced by 12—26%. The authors noted also that neurodegenera-
tion could be observed after as little as four hours. Ethanol binds to NMDA receptors
as an antagonist (Mirshahi & Woodward, 1995), and so does nitric oxide (Sattler et
al., 1999). This means that neuronal cell death in fetuses may also happen due to
alcohol consumption during pregnancy (Chandrasekar, 2013), and even due to the
use of anaesthetics like nitric oxide during birth (Ikonomidou et al., 2001). Simi-
larly to Ikonomidou et al. (1999), Yoon et al. (2003) injected seven day old rat pups
with the same NMDA antagonist and measured the amount of degenerate neurons,
getting analogous results. To elucidate the processes involved, they removed cortical
tissue from 14 day old fetal mice, and exposed that tissue to the NMDA antagonist.
Analysis of the cells indicated that NMDA blockage affects mitochondria negatively.
Calcium deficiency specifically activates a pathway in mitochondria involving the pro-
tein caspase—3, which coordinates destruction of several cellular structures. Once
activated, this pathway ultimately results in mitochondrial death, which again will
eventually kill the whole neuron by means of apotheosis.

In summary, these experiments suggest the existence of a physiological range of cal-
cium concentration inside neurons, beyond which neurons are in danger of dying.
That is, neurons can die both of calcium starvation, and of calcium excess.

4.4.2 Regulation of neuronal activity supports calcium homeostasis in ma-
ture brain networks

At the network level, inhibition and modulation are important ways that groups of
neurons can affect how excited they become, and thus can regulate their concentration
of calcium. The regulation of excitation is often referred to as gain modulation (Caran-
dini & Heeger, 2012; Ferguson & Cardin, 2020). Perhaps the most important mech-
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anism of gain modulation is inhibition via GABAergic interneurons. Borg-Graham,
Monier, and Frégnac (1998) recorded neurons in the primary visual cortex of paralysed
cats and kittens while showing them flashing images of optimally oriented bars. De-
spite simulations showing that such exposure should increase neural conductance by
up to three times, the authors recorded only an increase of 5—20%. This much smaller
response was found by them to be due to activation of inhibitive GABAergic synapses
on the recorded cells. The authors refer to this as shunting inhibition, claiming that
it works in a non-linear divisive way, rather than a linear subtractive way. Although
later results (Ferguson & Cardin, 2020; Holt & Koch, 1997) indicate that the divisive
effect appears to be due to a combination of both subtractive inhibition and multi-
plicative excitative stimulation, the outcome of division is to produce normalization
of excitative inputs (Heeger, 1992).

This normalization effect has been shown in several model animals, including in-
sects and mammals. Olsen, Bhandawat, and Wilson (2010) recorded responses from
olfactory neurons in fruit flies. By using both stimuli unique to an olfactory neu-
ron, as well as several general stimuli that all can yield a response, they showed that
adding general stimuli to unique ones resulted in a normalizing effect on the olfactory
neurons. Similarly to Borg-Graham et al. (1998), Carandini, Heeger, and Movshon
(1997) performed extracellular recordings of simple cells in the primary visual cortex
of anesthetized macaques. They showed images of grating patterns to the animals,
with a variation of orientation and of visual detail. The results from the animal exper-
iments were used to fit a mathematical model, which showed that cortical cells display
non-linear effects when high contrast stimuli is presented to them. The non-linear
effect could be accounted for by adding normalization to the model. Later, corre-
sponding results have been shown for primary audio cortex (Rabinowitz, Willmore,
Schnupp, & King, 2011) and parietal areas (Louie, Grattan, & Glimcher, 2011). See
e.g. Carandini and Heeger (2012) for a review of normalization processes. These ex-
periments show that combining inhibition with excitation can make sure that neurons
are not excessively stimulated, and therefore can help maintain their dynamic range,
and avoid saturation.

Above I discussed some neuromodulator systems that contribute to allostasis, includ-
ing the serotonergic system and the dopaminergic system. Here I will present some
ways that these substances can contribute to population level allostasis, and will also
include noradrenaline. First, serotonin acts on several sensory networks, including
for vision, audition, and somatosensation. Serotonin appears generally to modulate
network activity downwards, that is to have an inhibitive effect. Ebert and Ostwald
(1992) showed this in the cochlear nucleus of anaesthetized rats. They placed record-
ing electrodes into this area, and exposed the rats to pulses of sound while injecting
it with a serotonin solution . The results indicated that serotonin reduced sponta-
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neous activity by about 70%, and the tone induced activity by around 30%. With
bats under light anaesthetics, Hurley and Pollak (1999) recorded activity of serotonin
affected neurons in the inferior colliculus in response to audio stimuli. They found
that neuronal response depended on the type of signal; for tone bursts, the response
was reduced, but for tone sweeps, some neurons were inhibited while others were ex-
cited, compared to controls. Costa, Kakalios, and Averbeck (2016) blocked serotonin
re—uptake in behaving macaque monkeys. In a visual discrimination task, they ob-
served that this blocking tended to slow down reaction times for the monkeys, and
also made their perceptual performance worse.

Dopamine often works complementary to serotonin, so it might be no surprise that
where serotonin reduces activity, dopamine can increase it. Zaldivar, Goense, Lowe,
Logothetis, and Panzeri (2018) administrated L-DOPA to supragranular areas of pri-
mary visual cortex of anaesthetized rhesus monkeys, both in a diffuse way, as well
as with focal injections. They found that the diffuse infusions increased activity,
whereas the focal injections failed to do so. Phillis and Tebécis (1967) and Albrecht,
Quischling, Zippel, and Davidowa (1996) both recorded activity of relay neurons in
dorsal lateral geniculate nucleus of the thalamus of anaesthetized rats, by extracellular
means. This entails inserting an electrode in tissue and recording electrical activity,
and can be compared to intracellular techniques that measure activity in single cells.
The recordings in these studies indicated that dopamine D1 receptors inhibited the
relay neuron activity, while the D2 receptors excited it. Govindaiah and Cox (2005)
found the opposite with intracellular recordings, but using brain slices from the dorsal
lateral geniculate nucleus, of rats and mice rather than live specimens. These appar-
ently contradictory results may possibly be reconciled if the injections on the live
animals affected dopamine receptors on inhibitive neurons (Neve et al., 2004). What
these experiments show, is that dopamine can have complex effects depending on
which receptors are expressed on cells, and which cell types are investigated.

The effects of noradrenaline (NA) are similarly complex and depend highly on which
receptors are expressed, as well as the concentration of noradrenaline. There are three
main groups of noradrenaline receptors: A1, A2, and beta types. The A1 group typ-
ically have excitative effects at high levels of NA, while the A2 group are inhibitive
and work at low concentrations (Ramos & Arnsten, 2007). Beta receptors appear to
work similarly to Ar receptors, increasing excitation at high concentrations Ramos
and Arnsten (2007).

In dorsal lateral geniculate nucleus of thalamus of anaesthetized rats, Rogawski and
Aghajanian (1980) found that NA facilitated activity, and that this facilitation was
blocked by A1 antagonists. They also found that beta antagonists did not have this
effect. In the primary visual area of anaesthetized cats, Kasamatsu and Heggelund
(1982) found that neurons affected by NA had improved signal to noise ratio, mean-
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ing that the neurons showed more contrast between their default activity when not
stimulated by visual input, and when a visual stimulus was presented to them. A
similar effect was observed by Foote, Freedman, and Oliver (1975) in awake squir-
rel monkeys. When administrating NA to the monkeys’ primary auditory cortex via
iontophoresis, extracellular recordings showed increased signal to noise ratio there.
Iontophoresis is a technique where substances can be transferred through skin by ap-
plying local electrical fields.

One way to interpret these results, is that NA can have contrast enhancing effects in
sensory networks, suppressing low intensity noise and amplifying signals (Ramos &
Arnsten, 2007). See e.g. Jacob and Nienborg (2018) for a review of neuromodulator
effects on sensory networks.

In summary, calcium homeostasis in neurons is mainly maintained by inhibitory reg-
ulation, that keeps neurons from becoming damaged by excess excitation. Neuro-
modulators are used diffusely to up— or downregulate activity in sensory networks in
the case of serotonin, as well as to produce more local effects of respectively contrast
enhancement for noradrenaline, and bias for dopamine.

4.4.3 Boredom and novelty

To understand the attractive and aversive qualities of novelty and boredom, we first
have to go back to the notion of prediction errors introduced in the previous chapter.
That is, we have to understand the role of predictions and prediction errors on net-
work activity. Much theoretical work has been done on the role of prediction errors
in the brain. According to theory proposed by Friston (2005) and Friston (2010),
prediction signals are typically generated in limbic and paralimbic cortices, and prop-
agate outwards to sensory cortices. This is based on a model proposed by Mesulam
(1998). Predictions are mediated by inhibitive neurons such that when predictions are
correct, signals from sensory neurons are damped, while errors are not. In this way,
errors are causes of excitation in sensory networks. Since predictions are to a large
extent based on experience (Hassabis, Kumaran, Vann, & Maguire, 2007), novelty
will induce prediction errors, and can therefore increase excitation.

Uncertainty about sensory perception tend to increase activation too. Making use
of the serial dependence bias, where the perception of features or objects is system-
atically biased toward recent sensory input, van Bergen and Jehee (2019) did fMRI
recordings of human observers reporting on the orientation of stimuli presented in
sequence. They decoded probability distributions from population—level activity, and
found that sensory integration appear to follow a strategy where uncertain sensory in-
tegration is given less weight. The important point in this context is that the decoded
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probability distributions reflect the subject’s uncertainty. Building on this, Geurts,
Cooke, van Bergen, and Jehee (2021) tested a variety of computational models against
empirical data from psychophysics— and fMRI experiments. In the latter experiment,
human participants were presented with oriented gratings, and were asked to report
on their observed orientation, as well as how confident they were of their judgement.
The authors found that there was a correspondence between participants’ reported
confidence and the precision of decoded probability distributions. Further, proba-
bility distributions appeared to be mediated by populations in the insula, anterior
cingulate, and prefrontal cortex. Both of these studies indicate that uncertainty in
sensory data entails an increase of activity, involving increased number of neurons. It
is therefore likely that uncertainty increases excitative activity in the brain, increasing
also energy demands. This result is interesting, since we have seen earlier that in-
sula and anterior cingulate areas are particularly involved in interoception and energy
regulation.

As Raffaelli, Mills, and Christoff (2017) point out, boredom is somewhat hard to
operationalize, even if it can be intuitively easy to recognize. In attempts to make
aspects of boredom clearer and more precise, Goetz et al. (2014) conducted exper-
iments on university students using an experiential sampling method. The partici-
pants were equipped with digital devices which prompted them at random times to
fill in questionaires about affective state and their present context. The authors pro-
jected the results to a two dimensional space consisting of a valence dimension, and
an arousal dimension. Using statistical methods to identify clusters in data, five areas
were identified, being named in order of rising arousal: apathetic, indifferent, cali-
brating, searching, and reactant. The indifferent type was mildly positive, while the
rest were identified as negative, with apathetic being the most negative followed by re-
actant; calibrating and searching were noted as equally and less negative than the two
others. The high arousal, negatively valenced reactant boredom was associated with
anger, and a strong desire to escape or avoid the boredom—inducing context. In con-
trast, the apathetic type of boredom appeared to be associated with a depression—like
low arousal.

As predicted by calcium homeostasis in neural populations, too low levels of activity
may be in need of rectification, as well as too high levels. In correspondence with the
types identified by Goetz et al. (2014), calibrating, searching, and reactant boredom
may all reflect growing intensity of desire to increase stimulation in humans. Bench
and Lench (2019) conducted experiments on human participants viewing boredom
inducing, repetitive images. The experiment included three conditions in which op-
tions were given to choose novel images. In the first condition, the boredom inducing
images were neutral, and the novel images were displaying negative valence. They ob-
served that subjects were more likely to elect to view the novel negative images when



reporting higher levels of boredom. In the second condition, subjects could choose
novel images that had both positive and negative valence, while also reporting their
desire for novelty. The results showed that, subjects reporting higher levels of bore-
dom, reported also greater desire for novelty. Greater desire for novelty also tended
to correlate with a higher likelihood of choosing negative images. In the third con-
dition, the researchers mixed both positive and negative boredom inducing stimuli.
The novel images in turn displayed a range of affective valence, from negative to pos-
itive, but with higher intensity. In particular, novel choices were of same emotional
valence as the boredom inducing images, as well as more negative and more positive.
The results from this condition indicated that boredom could be induced by both pos-
itive, negative, and neutral stimuli. Further, subjects experiencing positive repetitive
stimuli were more likely to choose negative novel stimuli.

Using questionaires administered to undergraduate students, Carriere, Cheyne, and
Smilek (2008) found that there appeared to be a correlation between lapses of at-
tention, cognitive errors related to attention, and memory failures on the one hand,
and boredom and depression on the other. Depression is often associated with being
over—stimulated, overwhelmed, and unable to cope (Bianchi, Schonfeld, & Laurent,
2015). Related to this, Eastwood, Frischen, Fenske, and Smilek (2012) attributes cause
of aversive state to environment. According to them, boredom can occur when sub-
jects are not able to direct attention towards internal or external stimuli sufficiently
to engage in satisfying activity.

The results from these studies may be interpreted in terms of prediction errors. Specif-
ically, boredom due to understimulation may be interpreted as insufficient prediction
error, which motivates excitation—inducing novelty seeking, as described in the studies
conducted by Bench and Lench (2019). In a complementary way, understimulation
may motivate approach to uncertainty in the form of risk—seeking, but only if the
person is able to appreciate the uncertainty involved (Yakobi & Danckert, 2021). In
the absence of this appreciation, people appear to default to novelty—secking. On
the other hand, excessive prediction errors that cannot be coped with, may induce
attentional lapses, a feeling of being overwhelmed, and depressive symptoms, as those
described by Carriere et al. (2008). This corresponds to the apathetic boredom type
proposed in Goetz et al. (2014). However, it is also possible that demanding tasks,
i.e. tasks with high amount of novelty, but which are perceived as irrelevant or in-
sufficiently motivated, can be met with the anger—like high arousal reactive boredom
described by these authors.

In terms of calcium homeostasis, understimulation and a low rate of prediction errors
should be associated with insufficient stimulation of NMDA receptors, and therefore
an insufficiency of calcium inflow; a high rate of prediction errors would correspond
to extended stimulation of NMDA receptors and an potentially excessive inflow of
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calcium.

4.5 Summary

In this chapter, I talk more about how allostasis is dependent on energy capacity and
availability. Allostatic load can be understood as the energy cost necessary to rec-
tify a physiological prediction error. For example, to increase the body temperature
from 36 degrees to 37 degrees may involve activating muscles by shivering, and this
shivering will consume some amount of energy. It will take more energy to increase
temperature from 36 degrees to 37, than from 36.5 to 37, and the same typically holds
for any kind of allostatic process. In the nervous system, diffuse signalling substances
called neuromodulators complement more specific synaptic signaling. These neuro-
modulators may be connected to allostasis, and to the allostatic aspects of cognition.
Serotonin and the serotonergic system may be understood as performing a sampling
of environmental suitability, both in terms of protein availability and social support;
dopamine may be understood as regulating approach to desired resources, including
required nutrients, and is associated with psychological "wanting”; the opioid system
may be interpreted as measuring the energetic value of food, and to code for psycho-
logical "liking”. Allostasis is perhaps most easily understood as physiological processes
involving internal organs like the liver and the kidneys, but overt behaviour, like for-
aging and hunting, may also be viewed as allostatic. In this case, cognition may be
seen as an integral part of allostasis since cognition may be understood as the control
of behaviour in pursuit of allostatic goals. To elucidate this process, I follow allostasis
in the nervous system from calcium homeostasis in single neurons, via regulation of
excitation and inhibition at the network level, to behavioural reactions to novelty and
boredom. The main point is that calcium concentration is tightly controlled inside
neurons, and becomes toxic both at too low, and too high concentrations. Crucially,
excitation and inhibition contribute to calcium homeostasis, since calcium is admit-
ted by excitatory receptors in synapses. Given the predictive nature of cognition, and
that prediction errors are sources of excitation, some optimal amount of prediction
errors is necessary for neuronal health. This translates into optimal amounts of nov-
elty, and insuflicient novelty can lead to subjectively aversive feelings of boredom.
Too much novelty, on the other hand, can give feelings of being overwhelmed.

Together these results can directly link information theoretic concepts like informa-
tional free energy, and philosophical concepts like predictive coding, to cellular phys-
iological processes like calcium homeostasis and allostasis, as well as to psychological
concepts like boredom.
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Chapter s

Selection, attention, and choice

A moving organism in a noisy Umwelt must dynamically filter what information to
use for choosing behaviour, and allostatic processes and their requirements are subject
to prioritization. The environmental niche of an animal may be noisy, and full of
signals that are not pertinent to that animal’s needs. Being able to filter incoming
information can significantly reduce energy demands on organisms, as can the ability
to direct attention away from demanding stimuli. In the first section of this chapter,
I explain when attention becomes necessary, and how it may be seen as a process
that contributes to regulating computational demands. This keeps cognitive processes
from being overwhelmed in busy environments.

5.1  Winner takes all - selection at the perceptual level

The central nervous system of most organisms are organized in such a way that sig-
nals, both from the outside and from inside the body, compete to influence overt be-
haviour. With regards to perception, an arrangement of mutual inhibition between
populations representing different categories, ensures that a very limited number of
percepts, or even just a single one, are allowed to influence motor behaviour. In this
section, I go into some detail regarding the network motifs that support these pro-

CEsses.

Blakemore et al. (1970) presented human subjects with a visual display where tilted
target lines were surrounded by varyingly different distractor lines. They found that,
subjects tended to perceive the targets as tilted in the same direction as the distractors
when the difference was small, but away from the distractors, when the difference was
large.
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Xiong and Chen (2002) cut olfactory bulb neuronal tissue from rats, and recorded
electrical data from cells and dendrites. They report that inhibitory interneurons
project GABA onto the dendrites of so—called mitral cells, that contribute to olfac-
tory perception. Action potential propagation in mitral dendrites is thus regulated by
inhibitory synapses that are distributed along the dendrites. These mechanisms con-
tribute to lateral inhibition of olfactory perception, such that weaker olfactory signals
are attenuated while stronger ones are propagated. Lateral inhibition thus entails that
every neuron in the population can suppress every other.

For somatosensation, Baca et al. (2008) performed behavioral experiments on leeches
while recording from neurons mediating responses to touch. They used intracellu-
lar microelectrodes to monitor the activity of several neurons at once, then knock-
ing out inhibition both by pharmacologically means, and using electrophysiological
techniques. The authors found that GABAergic inhibition among the motor neurons
produced both lateral inhibition, as well as a generalized inhibition of most neurons
in the central nervous system of the leeches. The generalized inhibition appeared to
mediate the gain of the response, and enabled the response to different levels of sen-
sory stimulation to have a broad dynamic range. In sum, the results show that very
localized sensory stimulation of the leech’s skin produces a balanced excitation and
inhibition that sets the gain of the response.

These experiments show that at the network level, the winner—takes—all motif is me-
diated by means of lateral inhibition. The result of this arrangement is that only the
few strongest neurons will propagate their signals forward in the system. Typically, at
least in mammalian brains, the neurons carrying sensory information cannot them-
selves directly inhibit other neurons. Instead, inhibitive interneurons are excited by
perceptual neurons, and project inhibitory GABA to the rest of the population.

5.2 Physiological needs affect attention by biasing salience

Mogg, Bradley, Hyare, and Lee (1998) presented words to human subjects, some of
whom had a high level of hunger. The words were presented in two conditions; first,
too quickly to be perceived and masked; and second, for long enough time that they
could be adequately perceived. The hungry subjects showed a greater attentional bias
towards words that were related to food, compared to subjects that were not hungry.
The difference in attention was only present for words that were shown long enough
to be perceived. According to the authors, these findings indicate that non—emotional
motivational states like hunger can influence aspects of information processing in the
brain. In particular, this is related to selective attention, and stimuli which are relevant
to the current motivational state.
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Using mice as subjects, Burgess et al. (2016) took a closer look at which brain areas
might be involved in perceptual biasing for hunger. They used a microscopy tech-
nique called two—photon calcium imaging to image activity in primary visual cortex
(V1), in postrhinal cortex (POR), and in feedback axons from the lateral amygdala to
postrhinal cortex of the mice. The postrhinal cortex is part of the medial temporal
areas that are involved with spatial processing, while the lateral amygdala is involved
in conditioning (Erlich, Bush, & LeDoux, 2012). These authors reported that neu-
rons both in POR and in lateral amygdala, showed increased activation in response to
food cues while the mice were hungry. This was not seen in V1. The observed activity
disappeared when the mice were sated.

Livneh et al. (2017) also investigated the effect of hunger on perceptual pathways of
mice. They used a technique involving microprisms to image activity of neurons in in-
sular cortex, while the mice performed a visual discrimination task. The insular cortex
is in particular involved with processing internal signals from the body (Craig, 2002).
According to them, insular cortex displayed strong activation when the mice were
presented with already learned visual cues that predicted food rewards. Again, this
activation disappeared after the mice had eaten, but appeared again if the researchers
stimulated neurons in the hypothalamus that are related to hunger. Like in the study
mentioned above, the results did not show much difference in Vi whether the mice
were hungry or not. See also Burgess, Livneh, Ramesh, and Andermann (2018) for a
review of how physiological needs can affect attention.

The experiments on mice indicates that early visual processing in V1 does not appear
to be much affected by allostatic signals. To further elucidate this, Bogler, Bode,
and Haynes (2011) looked into whether winner—takes—all (WTA) mechanisms could
be distinguished from more graded forms of salience. Graded salience was defined
by them to be related to varying contrasts between dark and bright areas of an im-
age, while the WTA signal was defined to yield a single target. They showed natural
scenes to human subjects in a fMRI scanner. Subjects were told to complete an effort-
ful attentional fixation task, effectively directing their attention away from the natural
scenes. The results indicated that signals in early visual cortex, and in posterior intra-
parietal sulcus (IPS) correlated with graded saliency. A WTA response, indicating the
most salient position in the visual field, was in contrast associated with anterior IPS,
and with frontal eye fields. In sum, graded and WTA saliency appear to be mediated
by different neuronal populations. This agrees with the findings from the studies on
mice.

As for the connection between WTA saliency and dopamine, Noudoost and Moore
(20112) investigated the response of neurons in frontal eye fields, and in V4 of occipital
visual processing area of macaques. The frontal eye fields are held to be responsible
for saccadic movements to targets in the visual field, while V4 has receptive fields for



two— and three dimensional shapes, as well as for colours (Roe et al., 2012). In their
experiments, the researchers altered activity mediated by dopamine receptors in the
frontal eye fields by pharmacological interventions, and measured the effects of these
interventions in area V4 neurons. They observed that the experimental manipulation
was sufficient to change reliability and magnitude of V4 responses, but also the ori-
entation selectivity of the neurons. According to the researchers, the changes in the
V4 neurons were comparable to that of top—down attentional signals. These results
thus shows how dopamine is involved in WTA selection in area V4 via modulation
of neurons in the frontal eye fields. See Noudoost and Moore (2011b) for a review of
how neuromodulators affect selective attention.

Dopamine projections to prefrontal cortex, including the frontal eye fields, originate
in the ventral tegmental area (VTA). B. L. Lewis and O’Donnell (2000) tested whether
stimulation of this area could change electrical states of cortical pyramidal neurons in
live rats. They inserted stimulating electrodes into the rats’ VTA, as well as their tha-
lamus and hippocampal areas, and recording electrodes in the rats’ prefrontal cortices.
According to them, prefrontal pyramidal neurons alternate between a down state with
negative cell potentials, and an up state where the cells emit action potentials. Results
indicated that stimulation of thalamus and hippocampal areas were not sufficient to
drive the prefrontal cells into the up state. Stimulating the VTA appeared to give rise
to a variety of spiking behaviours. In particular, burst—like stimulation induced com-
paratively long—lasting up states. These behaviours could be blocked by dopamine
antagonists. Chemical stimulation of the VTA also produced long-lasting up states.
Together, these results indicate that dopaminergic projections from VTA contribute
to regulation of activity in the rats’ prefrontal cortices.

Moving backwards from the VTA to the hypotahalamus, Nieh et al. (2016) used a
combination of chemical- and optical stimulation techniques to elucidate how the
lateral hypothalamus affects the VTA in live mice. The lateral hypothalamus projects
both inhibitory GABA neurotransmitters, as well as excitatory glutamate to the VTA.
The results from this study indicates that lateral hypothalamus has a disinhibitive ef-
fect on dopaminergic VTA neurons, such that they selectively inhibit local GABAergic
interneurons in VTA. This effectively increases dopamine release into the nucleus ac-
cumbens of the basal ganglia. Behaviourally, stimulation of the inhibitory part of
the pathway from lateral hypothalamus to VTA, appeared to support positive rein-
forcement and place preference in the mice. In contrast, stimulation of the excitatory
glutamate part of the pathway appeared to mediate avoidance of places. According
to the researchers, their results are consistent with the lateral hypothalamus and the
VTA playing roles in increasing motivational salience.

Taken together, the studies mentioned above outline pathways that contribute to find-
ing food, and maintaining allostasis. An interpretation of these results in the context
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of allostasis, sketches a picture where signals from the body e.g. about energy levels,
can influence the hypothalamus to selectively increase dopaminergic projections to
frontal eye fields. In turn, the frontal eye fields can modulate visual areas like Vg,
such that food cues become more salient for an animal. Associations between subcor-
tical populations involved with allostasis, and the dopaminergic system can therefore
regulate the perceptual system, biasing it towards required resources.

s.3 Attention limits computational demands of cognition

Some perceptual biases are related to properties of the percepts, such as contrast. Vari-
ous kinds of grouping properties, like breach of continuation, may also bias attention.
In addition, attention may be influenced by current allostatic prediction errors, like
low blood sugar. In such cases, groups of percepts may be modulated such that they
are more likely to become active, yielding strong activation. In effect, percepts thus
become salient: they draw attention and stand out. In any case, the result of biasing
and selecting percepts, is that information going into upstream processes is limited to
stay within the computational bounds of those upstream processes.

Visual attention is closely associated with eye movement and saccades, as we saw above
(Noudoost & Moore, 2011b). In effect, saccades turn perception into a sequential
process, sampling areas that are marked by the winner—takes—all process described
above as containing strong signals, and therefore as having potential interest. This
process massively reduces the processing demands of upstream populations, ensuring
that metabolic demands are not exceeded, and that the animal maintains its grip on
its environment (Bruineberg & Rietveld, 2014). In practice, it means that populations
responsible for choice and behaviour can act quickly enough to keep the animal alive.
Although information sampling is a sequential process, there is still the subjective
impression that the world is stable and whole. I will go into two mechanisms that
contribute to this impression: spatial indexing, and synchronization of the sampling
systems with episodic memory systems.

In Balkenius et al. (2018) we present a memory model that included a network for
keeping track of locations in the environment. This made use of the winner—takes—all
motif explained above, such that as the attentional window samples the environment,
only one location can be active at a time. This mechanism can work in both a bottom—
up as well as a top—down fashion. Hence gaze can follow a path of interest determined
by the environment as described above, but it can also be biased to go to locations
that are determined by higher order, goal oriented systems.

Fiebelkorn and Kastner (2019) theorizes that this kind of spatial indexing, or spatial
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attention is synchronized with episodic memory areas, including the hippocampus
by means of the theta frequency band. Both saccades and the hippocampal system
operate at this frequency, allowing them to be synchronized. Johansson, Holsanova,
and Holmgqvist (2006) showed that listening to verbal descriptions are associated with
eyes saccading to different spatial indices, as a mental image is being built up. This
indicates a tight association between spatial attention and eye movement.

s.4 Choosing what to do, and choosing where to go

According to Passingham and Wise (2012), behavioural choice in mammals is me-
diated by medial prefrontal cortical (MFC) areas. The MFC, excluding the nearby
orbitofrontal cortex (OFC), is connected in such a way that it is closely involved
with foraging and allostasis. Firstly, it is connected to the hypothalamus, which is re-
sponsible for processing prediction errors from the body. Secondly it is connected to
the anterior cingulate cortex, which processes the valence of these prediction errors.
Thirdly, it is connected to the hippocampus which is involved with coding places
that contain resources and means for reducing allostatic prediction errors (Kennedy
& Shapiro, 2009). This connectivity also contributes to the selection of approach
strategy in foraging situations, that is whether to engage in direct approach, or detour
behaviour (Patai & Spiers, 2021).

In Tjostheim, Johansson, and Balkenius (2021) we simulated situations of such strat-
egy switching with a model featuring a simplified pathway involving MFC dynamics.
This model indicates that MFC likely contributes in an inhibitory way, suppressing
automatic direct approach in the face of obstacles that require detours.

After having navigated to a foraging site that contains needed resources, the OFC is
engaged in choosing the objects that are most likely to reduce allostatic prediction
errors (Passingham & Wise, 2012). Related to this, the OFC has connections to ar-
eas that are involved with perception of food items, including the dominant visual
areas, but also olfaction, gustation, and visceral areas. The OFC also connects to the
amygdala such that e.g. ingestion outcomes can be fed back and update predictions.
While many parts of the OFC are involved with specific outcomes, some parts are
concerned with more general outcomes, by Passingham and Wise (2012) referred to
as a “common currency’ valence. Referring to the above chapter on energy and al-
lostasis, an intriguing possibility is that this common currency is in fact related to
metabolic energy. That is, energy gain or energy saving.

The notions of foraging described above may appear abstract and removed from ev-
eryday human concerns. But as Gidlof, Anikin, Lingonblad, and Wallin (2017), and
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Gidlof, Wallin, Dewhurst, and Holmgyvist (2013) show, they can be related to com-
monplace human activities such as shopping for food in the supermarket. In these
studies, people are fitted with portable eye trackers that record eye movements. Gaze
patterns are mapped to images of supermarket shelves, thus enabling analysis of at-
tentional paths in a real life situation. One salient result from these studies is that
looking time tend to predict choice and purchase behaviour.

We used aspects of this in Balkenius, Tjestheim, et al. (2020) presenting biologi-
cally plausible network motifs that can support this kind of temporal accumulation
of value. We combined this with the memory model described in Balkenius et al.
(2018), that provides support for recognition and spatial indexing, as well as episodic—
like memory. Hence this model shows how the object choice process could work in
the brain, and that simulation of future value can contribute to evaluation of objects,
when choice is not biased by immediate allostatic needs.

5.5 Summary

In this chapter, I have introduced the notion of perceptual filtering based on signal
strength and salience. Since the environment is full of change and noise, organisms
have evolved to only take in as much as is required for allostasis. Winner—takes—
all mechanisms in the perceptual networks assure that only the strongest signal is
propagated through the system. As was discussed in the previous chapter, these strong
signals are typically also prediction errors. In this way unexpected changes in the
perceptual field attract attention. Spatial aspects of perception and attention, where
immediate surroundings are coded as a kind of sensory globe, ensure that eye focus,
head direction, and body orientation can be coordinated to make up ”places”. A place
may offer up several opportunities, and an opportunity may be taken advantage of in
alternative ways. Mammalian brains have particular networks that appear to have
evolved to cope with options and choice, such that the orbitofrontal cortex biases
choice of objects based on experienced outcome value, like taste; networks in the
medial prefrontal cortex appear to be involved in the choice of behaviour to get at
those objects.






Chapter 6

Foraging, navigation, and the
navigation—place metaphor

Control and regulation of foraging behaviour are fundamental responsibilities of cog-
nition. This implies directing the organism in space, and hence navigation tend to be
a primary concern for many cognitive systems.

In this chapter, I zoom out to the level of the foraging animal, and discuss navigation
processes in the context of allostasis. I then zoom in to how signals from the body,
in the form of allostatic prediction errors, drive the eliciting of foraging. Effective
navigation between an environment’s resource sites increases demands on learning.
The next section explores this, which then leads into the notion of planning to reduce
foraging costs. I then attempt to show how the machinery involved in navigation may
be generalized to predict complex situational-dependent behaviour that is different
from navigation.

6.1 Control of foraging behaviour is a fundamental responsi-
bility of cognition

Keeping with the starting point of cognition as recognition and choice, spatial cogni-
tion might be understood as recognition of location or place, and the choice of which
path to take e.g. to get from a nest to a foraging site. Expanding to more elemental
processes, the perception of place, and where in space to direct attention, are also part
of spatial cognition.
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In this section, I will consider primarily navigational space, and leave manipulation
space, the part of space that can be reached by manipulators, to the next chapter. Nav-
igational space is of a dimension that typically requires travelling, and may be thought
of as consisting of more than a single place. Depending on anatomical affordances,
travelling may be done by organisms by belly, fin, foot, or flight.

Places are important enough that many species have neuronal populations that are
specifically tuned to process them (Nakazawa, McHugh, Wilson, & Tonegawa, 2004;
O’Keefe, 1976). Place cells are typically found in mammalian brains in areas medial
to the temporal cortex, and most prominently in the hippocampal formation. In for-
aging, place cells may be used both to give indications of distance to a goal-site, but
also to recognize the goal-site itself (Xiao, Lin, & Fellous, 2020). Topologically, place
cells appear to be associated with a kind of sensory globe, the place field, which itself
is represented in sensory association areas in the lateral intraparietal cortex (Kesner &
Creem-Regehr, 2013). Hence when an animal turns its head, the place field remains
constant even if the sensory input changes (Weber & Sprekeler, 2018). In humans,
Johansson et al. (2006) showed that eye movements reflect positions of objects de-
scribed by spoken word, either heard, retold, or redescribed; this effect was present
both while watching a blank screen and in total darkness. Thus it appears that eye
movements may also be associated with spatial indices in the sensory globe, and may
hint at a way that head direction cells and saccades together contribute to place fields.
Since the sensory globe is based on the animals point of view, it refers to egocentric
space. This is complemented by a third—person perspective called allocentric space.

Although medial temporal areas contain many specialized populations that take care
of e.g. environmental boundaries and obstacles (Poulter, Hartley, & Lever, 2018),
so—called grid cells are of special interest (Hafting, Fyhn, Molden, Moser, & Moser,
2005). These cells keep track of allocentric space, which is map—like and independent
of place. Grid cells are connected such that they form a kind of doughnut (Gardner
et al., 2022). This means that as the animal moves, grid cells representing the surface
of this doughnut will be activated. There are indications that different populations
represents doughnuts of varying sizes, allowing the animal to keep track of where it is
on a range of spatial scales (Bush, Barry, Manson, & Burgess, 2015). Together, place
cells and grid cells mediate recognition of environmental features both in turns of what
a place "looks like”, as well as where the current place is in relation to other places.
This latter feature can then be used by the animal to e.g. find shortcuts (Banino et
al., 2018) or alternate routes; but also to direct itself to neighboring places by means
of spatial inference. However, when an animal arrives at a foraging site, and comes
within view of a resource, it will often be compelled to approach it directly, even if
something is in the way. Approaching resources thus may involve choice between
charging ahead or making a detour.
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In Tjestheim et al. (2021), we presented a neuronal spiking model of a network that
could use both direct approach to a sighted resource, as well as use map—like processes
to take detours and move around obstacles. This model used a simplified sensorimo-
tor pathway, based on the mammalian spatial processing pathway, as well as a black
box representation of grid cell populations to support detours by using a map. The
model controlled an agent in a virtual 3D environment, and the network was designed
such that direct approach is a kind of bottom up process, activated by perception of
aresource. Detour behaviour on the other hand, requires inhibition of the automatic
approach pathway. Our results indicates that the amount of inhibition an organism
can exert to stop direct approach, will affect how successful the organism is in getting
around obstacles. But the results also indicates that the size of the inhibitive popu-
lations can play a part, by reducing strategy variation. That is, with small inhibitive
populations, the organism may revert back to attempting direct approach before a
detour is completed, reducing its success rate.

To sum up, one of the core responsibilities of a cognitive system is to support an
animal when moving through space to find food or other resources. This is important
because different resources tend to be found at different places. There may also be
more than one path to the same place, each with their own benefits and drawbacks.
Recognition is thus used by animals to understand where they are, and where to head
next, while choice circuits are necessary to allow them to use the most beneficial path
to get to a goal.

6.2 Allostatic prediction errors drive foraging

It may sound contrived to describe an animal as "predicting” that the level of blood
glucose is at some level, or that the level of sodium is another level, and that they
are “surprised” when those levels are not what they should. However, these predic-
tions must be understood in the context of a control system which must continually
anticipate changes and adjust setpoints accordingly. Although it is likely that many
animals have some subjective awareness of these differences, and that this awareness
is similar to human hunger and thirst, we can still understand much of what is going
on without invoking subjective consciousness.

The pathways in mammalian brains that ultimately drive foraging are relatively well
known. According to e.g. Shadlen and Kandel (2021a), the hypothalamus coordi-
nates allostatic processes, and receives information about the state of the body from
the peripheral nervous system. Hypothalamus projects to cingulate cortex via thala-
mus. Cingulate areas appear to both do interoception of signals from the body, as
well as processing the valence of interocepts (Craig, 2002). That is, whether they are
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”good” and may be left alone, or "bad” and hence in need of amending (]J. Gray &
McNaughton, 2000). Cingulate cortex in turn has rich connectivity to motivational
networks in the basal ganglia that can initiate behaviours.

In this chapter, the focus is on navigation and places, and hence it is not only in-
teresting how movement is initiated, but also how the brain determines which place
to mark as a goal. Kleckner et al. (2017) provide evidence for a network that is re-
sponsible for interoception and allostasis, that includes both subcortical structures like
the hypothalamus and amygdala, as well as cortical areas like cingulate cortex. They
provide also evidence that this allostatic network interacts with the default network
and the salience network, both of which are primarily cortical. One interpretation of
this is that the allostatic network biases the default network to construct "images” in
working memory of needed resources, while the salience network is biased to increase
the saliency of signs that predict those resources, as well as instances of the resources
themselves. Hence the feeling of hunger is accompanied by images in working mem-
ory of food, as well as simulations of eating. At the same time, motivation to approach
food sources increases. Crucially, the spatial networks can then be tasked with com-
ing up with concrete goal—sites where the required resource may be found, as well as
possible navigation paths to those sites from the current position of the animal.

Related to this, Chanes and Barrett (2016) theorize that there is a flow of predictions
and prediction errors along cortical laminar gradients. That is predictions flow along
a gradient of increasing laminar differentiation. This pathway goes from the limbic
cortices, that has less laminar differentiation, to primary exteroceptive cortices, like
visual and auditory areas that have typically six clear layers and with a pronounced
layer 4. Prediction errors then flow in the opposite direction, carrying the difference
between what was predicted and what sensors report. The authors refer to limbic
cortices as including the anterior- and middle cingulate cortex, as well as the ventral
anterior insula. Hence prediction errors are initially detailed and modal, but become
increasingly compressed and integrated as they come closer to limbic areas. Impor-
tantly, the converse is the case about predictions; they are quite abstract at initiation,
and hence can be realized in many concrete ways. This means that potentially many
types of food can be recognized to reduce interoceptic prediction errors, and may be
found at any opportune place.

Even if an animal is neither hungry nor thirsty, it may still be motivated to explore.
One way this motivation can develop is through the energy dissipation of the brain
itself. Recall that informational prediction errors carry metabolic cost (Peters et al.,
2017). This can make novelty aversive to an animal and reduce motivation to explore,
since excessive energy demands tend to induce aversion (Dunn & Everitt, 1988).

In chapter four, we looked at regulation processes in neurons, and at calcium regula-
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tion in particular. Neurons must be stimulated to avoid becoming hypoactive. This
could mean that at the behavioural level, under—stimulated populations may motivate
approach to stimulating prediction errors in the form of novelty, and novelty—secking
may hence be regarded as allostatic behaviour

A complimentary way that information seeking may be motivated is by means of
the reduction of uncertainty. Uncertainty is metabolically costly (Peters et al., 2017)
perhaps because it means keeping neuronal populations active that represent several
possibilities, or outcomes (Geurts et al., 2021). This kind of "epistemic foraging” may
not be directed towards novelty as such, but rather the elimination of possibilities
(Mirza, Adams, Mathys, & Friston, 2018), and the attenuation of excessive neuronal
activation.

In all these cases, learning is involved; the animal must learn where foraging sites are,
and where to go to experience novelty. Next we will look at how this learning process
works.

6.3 Effective foraging is supported by learning

One of the functions of the dopaminergic system is to contribute to the learning of
signs, or cues, that predict rewards. Some evidence for this from experiments on rats,
is that dopamine lesions in nucleus accumbens prevented sign—tracking but not goal—
tracking (Chow, Nickell, Darna, & Beckmann, 2016). Here sign—tracking was opera-
tionalized as pressing a lever in response to a tone, while goal—tracking was counted as
direct approach to food. Colaizzi et al. (2020) mapped this experiment onto human
behaviour and showed that sign—tracking behaviours in rats appeared to overlap with
addictive behaviours in humans. The significance of this in a foraging context could
be that signs, like the sound or smell of a prey, contributes to motivation to approach,
even if the prey is not directly observed. The dopaminergic system thus contributes by
making sure that signs can be learned and recognized. Next we shall see how neural
populations in the medial temporal area may keep track of such signs.

According to Poulter, Lee, Dachtler, Wills, and Lever (2021), vector trace cells (VTC)
in the subiculum, appear to mediate spatial relationships between an agent and multi-
ple cues. VITCs thus embody a global integrated representation of the entire environ-
ment. The subiculum apparently incorporates representations of both environmental
boundaries, as well as objects and their relationships. Overall, VTCs suggests a vector
based model of computing spatial relationships, and one that is freed from constraints
of direct perception of cues. This enables spatial planning and imaginative cognition.
The former because it affords an organism options of alternative routes; the latter be-
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cause abstract cues may be concretized based on experience. In this way, imagination
can be used to play out different scenarios which can in turn contribute to planning.
Choices need to be made though, and next we will look into how optimal foraging
theory can contribute to this.

Papini (2002) presents an ecological view of learning where learned behaviour is part
of the organism’s biological equipment, allowing for an adaptive fit to its environment.
According to optimal foraging theory (Charnov, 1976), natural selection shapes de-
cision rules so that behaviour maximizes resource value, and minimizes behavioural
costs. When an organism is at a foraging site, there are several aspects that a cognitive
system typically takes into account. The first is the reward of the patch the animal is
at; the second is the learned average rate of the reward of the environment, includ-
ing alternative sites; the third is how much it would cost for the animal to leave the
current patch and find another (Wallis & Rushworth, 2014). As detailed in Wallis
and Rushworth (2014), for mammals, the anterior cingulate cortex learns the value
of switching to a new patch, while the ventromedial prefrontal cortex is involved in
making the choice of where to go, once the decision to switch has been made.

In Balkenius, Tjestheim, et al. (2020) we presented a model that employed the use of
different memory mechanisms to support decision making. In particular, we mod-
eled making decisions when the alternatives could not be evaluated based solely on
immediate sensory information. Instead, the model employed a type of prospection,
or “imagination”, to evaluate a possible future that could result from choosing one of
the alternatives. We used the everyday process of selecting groceries in a supermar-
ket as a running example, but the same process could plausibly be used by foraging
animals. In fact, Redish (2016) reviewed how mice apparently ”play forward” sen-
sory impressions associated with taking different routes at a choice point in a maze.
Experiments indicate that this playing forward process is mediated by sequentially ac-
tivating place cells associated with each of the two paths. The vicarious trial and error
process further appeared in particular at points where the cost of making a decision is
high. That is, when the choice is not obvious, and needs some deliberation to work
out which is the better option.

6.3.1 Sequence memory and object permanence supports way—finding

The choice—model presented in Balkenius, Tjestheim, et al. (2020) is based on a model
of memory proposed in Balkenius et al. (2018). This model was mentioned above in
the context of recognition processes. Again, the three central components are an iden-
tification network, a localization network, and a working memory network. In the
model, attention serves as the interface between the inner and the external world,
directing information from sensory organs to memory. Also, attention controls top—
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down influences on perception, thus mediating sensory expectations. Of interest to
this section is the sequence memory which may be employed to learn paths between
forage sites containing different resources. Also of interest is the working memory,
since it potentially supports maintaining the image of way points. The usage of way
points is part of an allocentric navigation strategy that relies on learning of direct sen-
sory observation of salient features, along a path. Examples of such way points may
be environmental features such as patches of brightly coloured plants, or disconti-
nuities of vegetation. Hence way—points may be considered as a form of sub—goals.
Shamash et al. (2021) showed how mice used the strategy of memorizing way points
when making their way back to their nest in the face of threat, but also in a similarly
structured food—seeking task.

The ability to learn a sequence of sub—goals and the availability of a working memory
affords animals the ability to partition a complex path to a foraging site into segments.
The recognition of one way—point can then trigger the next one to be held in work-
ing memory. The encounter of a way—point likely also works as a kind of sign that
progress is being made (Carver, 2004, 2006), which then should periodically trigger
motivation to continue approach. In a complex environment, way—points may also
serve as reassurance for the animal that it is on the right path (Caduff & Timpf, 2007).

6.4 Machinery for navigation lends itself to more generalized
prediction: the navigation—place metaphor

Above we heard about the process of prospection, or vicarious trial and error ap-
parently performed by mice at choice points (Redish, 2016). According to Barsalou
(2009), conceptual processes may be regarded as special cases of simulation processes.
He argues that concepts are most often bound to a situational context, and also to
some specific goal that a person is approaching, or trying to achieve. In his example,
a bicycle may be conceptualized to fill several roles depending on the goal. For one
person, the bicycle might be a means of transportation to get to the supermarket. For
another, a bicycle is something to be repaired in exchange for money to buy food, and
pay the rent. In this interpretation, abstract concepts can become quickly meaning-
less in the sense that they lose their behavioural associations. Abstract concepts thus
need to be made concrete, and related to behaviour, and some end goal, to become
meaningful.

Consider the following somewhat idiosyncratic example: Lisa, a member of a musical
group wants to play a concert at a club, and is being tasked with making it happen. In
her case, the goal is not a place as such, but rather ”to have successfully played a con-
cert”. 'This goal involves many sub—goals each with complex situational-dependent
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dynamics. Let’s go through a few of them. First, Lisa drives to the club to check out
the venue and learn what the stage looks like, and what kind of equipment the club
can provide. Some weeks before the concert, Lisa notices that her guitar is broken.
She takes the guitar to a repair shop to fix it. Fixing the guitar is expensive, and Lisa
is out of money. She promises to pay for the repair with some of the money she will
get for the concert. As collateral, she gives the repair shop her only golden necklace.

Translating this into processes involving spatial cognition and situational conceptu-
alization, we might get something like the following. Since Lisa has experience with
playing concerts in other clubs, she can visualize many potential hangups if the band
shows up unprepared. Hence Lisa chooses to both learn the way to the club, as well as
talk to them about equipment, and inspect what the stage looks like. When she no-
tices the broken guitar, she understands that without the guitar, she won’t be able to
play at the concert. This generates a new sub—goal of returning the guitar to working
order, where the guitar also changes its role from being something that makes sound,
to being something that requires effortful and expensive maintenance. At the repair
shop, and when hearing the price of the repair, Lisa changes the conceptual role of
her necklace from jewelry to collateral. A complex prediction ensues as she hands
over the necklace. It involves her getting the repaired guitar, playing the concert,
getting paid, going back to repair shop and paying them, and finally being handed
back her necklace. That is, a string of navigation between goal-sites, and accompa-
nying situation—dependent behaviour. In the process of all of this, the club has also
changed conceptual roles several times, from being a site of epistemic foraging, to a
site of performance and intrinsic reward, to a site of extrinsic monetary reward.

In Tjestheim and Stephens (2021) we proposed an interpretation of "intelligence” as
accurate prediction, and of “general intelligence” as decontextualized accurate pre-
diction. This may be synthesized with Barsalou (2009)’s notion of goal—directed con-
ceptualization. In particular, simulations and predictions may be seen as related, such
that predictions are simulations of real-world processes that can influence choice and
behaviour. But simulations may also be used to construct fictions that have no bearing
on future behaviour. Hence Barsalou’s concepts may be interpreted as simulation—
models that somehow afford playing out of diverse scenarios. The accuracy of these
scenarios when employed as predictions depend on experience, and the difference be-
tween predictions and outcome are naturally coded as prediction errors. Hence being
able to learn from these errors can increase accuracy over time. In the context of intel-
ligence, there is also an aspect of how long into the future a prediction stays accurate.
Short predictions have a much higher probability of being correct than do long ones,
due to continually branching possibilities, and the inherent noise of reality. However,
these branching possibilities may be constrained by knowledge, which may contribute
to motivation for epistemic foraging (Gottlieb et al., 2013).
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In a purely spatial sense, knowing all the possible paths will help constrain simula-
tions of which path is the fastest, or the least energy costly. It also allows an animal
to take detours, and use alternate paths if the quickest path is somehow unavailable.
Mammalian brains have particular machinery for representing spatial boundaries and
borders Doeller, King, and Burgess (2008); Poulter et al. (2018), and these representa-
tions are powerful means to constrain simulations, and make them computationally
tractable. Spatial boundaries may then perhaps be abstracted into more general no-
tions of limits, including "least” and “most” (Woodin & Winter, 2018).

Navigation has also strong embodied aspects that involve the movement of the animal,
and how much that movement costs in terms of energy (Rushworth, 2008). Joints
have constraints too, as do cardiovascular capabilities. These embodied associations
contribute to simulations of navigation along different pathways by tagging them with
costs, and tractability. Mental behaviour is analogous to physical behaviour in that it
is energetically costly, and subject to individual physiological limitations (Gevins &
Smith, 2000), and should thus also be amenable to simulation.

Hence by employing the navigation—place metaphor, humans and other mammals
can make accurate predictions in domains that are not spatial, but which nevertheless
have some spatial properties. Fortunately this is the case of many processes, including
human projects. But for complex projects, just navigating between way points is not
sufficient. There are also tasks to accomplish at each way point. In the next chapter,
we will consider the manipulation—state metaphor to fill in this requirement.

6.5 Summary

In this chapter, I have discussed how navigation in the context of foraging is one
of the main responsibilities of cognition. Using the "place” percepts presented in
the previous chapter, the medial temporal areas of the mammalian brain can encode
foraging sites, nest sites, and paths between them. This allows an animal to navi-
gate between a safe place where it can sleep, and places that have opportunities for
finding food or other resources. Foraging behaviour is motivated by allostatic pre-
diction errors, coupling the internal physiological environment of an organism to the
external environment. This coupling is made more specific by the modulation of per-
ceptive salience by dopaminergic projections, and possibly by forming “goal-images”
in working memory. As we saw earlier, sensory stimulation may be a motivation too,
and exploration may thus be viewed as a kind of foraging for novelty. In a variation
of this, uncertainty about states of the world can give aversively high stimulation, but
can be reduced by foraging for knowledge, or epistemic foraging. This is only possi-
ble if the cognitive system supports learning, or adaptation that can reduce prediction
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errors. In particular, learning of sequences is necessary to be able to learn the path to
a foraging site that is not immediate observable from the nest site. Finally, machinery
for spatial cognition may be applied to predict even abstract sequences, but that have
spatial-like properties. In particular, medial temporal networks that use a grid—like
coding affords many kinds of relational inference, including transitive inference. In
spatial terms, this means that if I can go from my home to the bus stop, and from the
bus stop to my job, then I can go from my home to my job. This general pattern is
appropriated in abstract logic, and thus affords more general reasoning abilities.
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Chapter 7

Obstacle negotiation, manipulation,
and the manipulation—state
metaphor

A responsibility of a cognitive system is to maintain approach to foraging—sites in the
face of obstacles. Obstacles may be negotiated by means of detours, as discussed in
the previous chapter, but also by means of manipulation.

Environments may pose obstacles to a foraging animal both in the form of geography,
and incidental environmental configurations, as well as predators. In this chapter, I
first make an account of how niche variability may drive organisms to become bet-
ter at generalization, then attempt to explain the distinction between variability and
complexity, and how complexity can drive abilities to predict. Next I make a connec-
tion between niche complexity and the energy cost associated with making accurate
predictions. The ability to manipulate environments may help energy extraction in
complex, obstacle rich environments. Ilook at the processes involved in manipulation
next, and how effective manipulation is supported by the learning of skills. Similar
to how navigation processes may support prediction, manipulation abilities can sup-
port the use of tools, and the construction of technology. In the final section in this
chapter, I explore these aspects of cognition.
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7.1 Generalization requirements grow with niche variability

and food availability

Bruineberg and Rietveld (2014) propose that an “econiche” can be understood as a
”landscape of affordances” for an animal, and is dependent on the animal’s body and
information processing machinery. In Tjestheim and Stephens (2021), we argue that
such niches may be usefully considered as more or less variable . The number of
different species in an animal’s diet is one way of operationalizing this variability, as
is the number of habitat zones, such as dense forest, grassland, or water. The former
affects how an animal recognizes food, the latter affects how it must be able to move
to navigate to food sources. A panda is a specialist, recognizing only bamboos as
food. A rat is a generalist, and will eat grain as well as meat. Econiches hence may
allow a species to be particular about food via preferences, but could also force them
to be particular because of limited options. In either case, changes in availability of
preferred food, or of the single available food, can impose on animals the need to relax
their “definition” of food, and hence to generalize.

Food can be considered a perceptual complex, and are made up of associations of many
sensory modalities including smell and vision. When generalization happens, it can
entail that detail information in the receptive fields of neurons become blurred, but
also that the number of neuronal associations grow. In a practical sense, the number
of sensory impressions that trigger approach and consummatory behaviour increases
in the foraging animal.

Variability is related to complexity, but in the next section we will look at complexity
from the perspective of prediction, and how the complexity of a niche can pressure
species to become better at prediction.

7.2 Predictive requirements grow with niche complexity

In Tjostheim and Stephens (2021), we argue that cognitive-behavioural arms races can
develop between predator and prey species, such that prey are pressured to behave in
ways that are increasingly unpredictable, while predators must compensate by devel-
oping their predictive capabilities. In that paper we distinguish between ”adverse” and
“nonadverse” obstacles to resources, where adverse obstacles are typically organisms
that have cognitive capabilities and can control their behaviour, and hence actively
compete for those resources. Nonadverse obstacles do not display such capabilities,

and are typically exemplified by hills, rocks, and rivers.

The presence of cognitively capable predators and adversaries increases the complex-
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ity of a niche in ways that are qualitatively different from the variability discussed in
the previous section. Another way of putting this, is that while variability can pres-
sure species to become more cognitively flexible, adverse obstacles can pressure them
to become more cognitively sophisticated. This notion of sophistication may then be
interpreted as both predictive abilities, but also complimentary abilities to plan be-
haviour to take into account predictions. Sophistication typically comes with costs
though, which we will look at next.

7.3 Prediction becomes increasingly energy costly as niche com-
plexity grows

Geary (2018) argues that mitochondrial capacity may be an important factor in what
determines individual differences in the general intelligence measure called g. Energy
is involved in cellular processes, as we have seen in earlier chapters. Geary mentions
in particular aspects such as the number and capacity of mitochondria in presynaptic
buttons. These make a difference in a button’s capacity to both produce and recycle
neurotransmitters, and hence can make a difference in cognitive processes such as
working memory maintenance.

Generally, the number of neurons in a brain, and the number of connections, make
a difference to how much detail that brain can process (Kolb, Pedersen, Ballermann,
Gibb, & Whishaw, 1999; Silva et al., 2021). Accurate timing is also necessary, but is
also costly in terms of needing both myelin—rich connections, as well as various kinds
of high frequency interneurons. The latter are used e.g. to produce precise neural
trains of action potentials by inhibiting short subsets of spikes, or even single spikes
via so called sculpting inhibition (Shadlen & Kandel, 2021b).

Recent research indicate also that the cerebellum may be involved in complex cog-
nitive function (Mcafee, Liu, Sillitoe, & Heck, 2022). This appears to be by means
of precise manipulation of the phase of neuronal frequency bands, which regulates
communication between different cortical areas.

Given that the neural machinery for sophisticated predication and behavioural con-
trol exists, we will next look at how manipulation in particular can afford access to
resources.
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7.4 Manipulation affords extraction of resources from com-
plex, obstacle rich niches

Changizi (2010) describe the "leafy branch habitat” that may have contributed to
several useful evolutionary adaptations in the lineage of humans and apes. According
to them, this habitat may have pressured hominid descendants to use fore—limbs for
grasping in addition to walking. Combined with improvements in motor control,
visual acuity, and color vision, this adaptation opens up a range of new affordances
for manipulation.

Manipulations affords reconfiguration of the local environment, such that otherwise
unavailable resources become available. Such reconfiguration may entail removal of
obstacles, as well as generally moving things around to bring food close enough to
eat. Experiments on corvids and apes contain a wealth of examples of manipulation
behaviour; much of these behaviours apparently imply sophisticated simulation of
physical processes and mechanics in particular. Bird and Emery (2009) showed that
corvids can use pebbles to bring a floating reward in a glass into range, by dropping
the pebbles into the glass. Similarly, apes could move boxes and stack them such
that they could be used as a platform to reach rewards (Kohler, 1925). Corvids have
also been observed to drop nuts onto hard surfaces, using them as nutcrackers (Zach,
1979). Manipulations can become intricate and require precise motor control. This
can be supported learning skills, as we shall see next.

7.5 Effective manipulation is supported by learning skills

Where sensory information starts out detailed and get progressively more compressed,
behavioural and motor information do the opposite. They tend to start out, in the case
of manipulation, with an overall goal in the form of a desired state of the world. This
goal is then made concrete through the motor pathways, until motor fibres are stimu-
lated, and movement is produced. Hence skill is supported by the parietal "how” per-
ceptual pathway, that provides spatial feedback information about where both goals
and manipulators are positioned relative to each other (Milner & Goodale, 2008).

Skills can also be viewed as “knowing how”, which involves precisely coordinating
muscle contraction and relaxation, but also includes being observant of the process of
state change (Beilock, Bertenthal, Mccoy, & Carr, 2004; Williams & Davids, 1998).
This means that the execution of skilled movement may be viewed as a continuous
regulatory process, where motor movement is employed to adjust prediction errors,
as the manipulation goal is brought into being. According to Ito (2013), the cerebellar

84



microcircuit learns both to predict sensory signals, as well as to produce control signals
that keep sensory signals within some bounds. Hence the cerebellum contributes
to skill learning by gradually making movements more precise, but also increasingly
independent of conscious and effortful control.

Manipulation involving tools can expand affordances, but tools may need to be carried
on foraging trips. This can increase the need for planning as we’ll go into next.

7.6 Tool use can increase need for planning

Incidentally found objects may be used in a tool-like way, as when apes use sticks to
capture ants (van Lawick-Goodall, 1971), or stones to crack nuts (Visalberghi, 1990).
Humans routinely carry specialized tools with them, to carry out intricate sequences
of manipulations when building structures, or do repair work. Great apes, like chim-
panzees and orangutans, are also capable of bringing tools with them, even when they
cannot directly observe the target site where the tool will be of use (Osvath & Osvath,
2008). Similarly, Kabadayi and Osvath (2017) showed that ravens can apparently rec-
ognize the future use of a tool for a time span of 17 hours, and will also barter to get

hold of such a tool.

Buzsdki and Tingley (2018) proposes that the brain cannot represent time directly,
but must do so by means of sequences akin to movement. If true, this hints at a
way by which machinery for spatial processing discussed in the previous chapter can
integrate with skill-based manipulation abilities to support sophisticated behavioural
sequences, involving both spatial and temporal "places”, as well as place—specific tasks.

Tasks tend to associate functional behaviour with an outcome. By disassociating out-
comes from functional context, and vice versa, a powerful cognitive ability comes into
being. Next we will look at the manipulation—state metaphor.

7.7 Machinery for manipulation provide abstractions of func-
tion and abstractions of outcomes: the manipulation—state
metaphor

In chapter two, I looked at sensory generalizations as the down—regulation of detail
information, that affords recognition based on similarity, rather than equality. The
generalizations that will discuss here are more powerful though, since they in effect
afford transfer learning.
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In the context of manipulation, outcome abstractions correspond to a focus of atten-
tion on the end product. This corresponds well to earlier investigations into how goals
may be induced by interoceptive prediction errors, and the awake cognitive system
being tasked with coming up with a way of getting to a site where the prediction error
can be reduced. Similarly to approaching such a site requires knowing the way there,
the production of a manipulation outcome requires the manipulator to know the pro-
duction process. Such processes may be learned by observation, by being taught, or
by trial and error. Hence a crow can learn how to crack nuts by placing them in the
way of cars, or it may discover that dropping the nut on the road may also do the
trick. Discovering the underlying kinetic principle of a process, will in turn afford
synthesis of new processes. This can yield increased allostatic flexibility.

Outcome abstractions are complemented by functional abstractions, the notion that
the same manipulation procedure can be reused to produce a range of different out-
comes, and in different problem contexts. One way of testing this ability in animals,
is by the use of trap—type tasks. In these tasks, the animal must push or pull food in
the correct direction, otherwise the food will fall in a trap and become inaccessible
(Martin-Ordas & Call, 2009; Martin-Ordas, Call, & Colmenares, 2008). The ability
to use skills for completing one such task in a different one is usually referred to as
transfer learning. There are many indications that transfer learning is effortful, also
for humans (Jonsson, Kulaksiz, & Lithner, 2016; Salomon, 1992).

In the comparative cognition literature, the term physical cognition is used to refer to
the prediction of movement due to physical law, as well as the prediction of effects of
action in this context. In Tjestheim and Stephens (2021), we argue that manipulation
of working memory content, such as rotation or translation, can be used for vicarious
trial and error, similar to its use in navigation. Also similarly, trying out manipulation
in working memory can save energy on trial and error and in some cases allow the
animal to directly predict what behaviour is required (Heinrich & Bugnyar, 200s;
Kabadayi & Osvath, 2017). However, manipulation skills open up larger vistas, in the
sense that it can support the fashioning of specialized tools (J. Lewis, 2006). Hence
it is the foundation for the development of technology. As human history shows, this
ability again affords large scale manipulation of the environment, and the construction
of niches (Odling-Smee, Laland, & Feldman, 2003).

7.8 Summary

In this chapter, I have added to the concept of places the affordance of manipulation
and change. Some places stay the same, while other places change frequently. Animals
that live in places that are variable experience pressure to generalize, and to be less
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dependent on particular foods and constant living conditions. Hence both perception
and behaviour must become more flexible to cope with variability. Many carnivorous
organisms are both predators and prey. This means that their ecological niches tend
to be more complex than that of herbivore organisms. This is so, since predators have
to predict the behaviour of their prey, but prey organisms can actively behave to foil
attempts to be captured and eaten. Usually predictive abilities have an energy cost, but
this can be compensated for by the higher energy density of meat compared to plants.
Accurate prediction is dependent on precise control of neuronal behaviour. This is
aided by myelination, as well as contribution from cerebellum, which can learn to
predict and coordinate complex phase dynamics in the rest of the brain. The ability
to independently and precisely control fore-limbs opens up abilities to manipulate
and actively change the environment, as well as to pluck and carry food. Foods that
are particularly tricky to get at require the development and learning of skills. Under
some circumstances, like getting ants out of a ant—mound, or nuts out of shells, skills
can include the use of tools. Like food, tools may be carried from one place to where
they are to be used. In cases like this, the flexibility of the navigation—place machinery
may be appropriated to plan, allowing useful tools to be brought along on foraging
trips, even if they are not immediately useful. As manipulation skills become well
developed and automatized by the cerebellum, they can be used like vicarious trial
and error, to mentally manipulate objects in the environment.
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Chapter 8

Towards an artificial cognitive
system

How might the concept of a cognitive system be concretized into artificial machinery?
Are the processes of allostasis necessary in machines, perhaps as a means to secure
electrical energy? Further, can cognition as realized in animals be abstracted from
their allostatic context and meaningfully transferred to artifacts? Earlier in this thesis
I have discussed various sources of motivation that are related to energy saving, if not
directly to energy gain. Curiosity and novelty can induce motivation to explore and
to gather knowledge.

Before attempting to answer the questions posed above, I will fill in some detail about
the simulations conducted as part of this thesis. In essence these simulations have
been carried out at either the system level, or at the level of individual neural units.
In either case, they can be thought of as computer programs that are run many times,
but with some change in parameters and input values. This process may seem obscure
to someone not familiar with computer programming, and even those that are may
wonder at the process. It may help to look at it from a few different perspectives,
and using some analogies. Creating the model itself is much like creating and writing
down a recipe for a meal, compared to actually cooking the meal. Cooking the meal
would in this case be like running a simulation. In the same way that you can cook
many meals with the same recipe, but each time you use different potatoes and differ-
ent carrots, different simulations can be run with the same model, but using different
input values such as for example images. Changing the parameters of the model is
similar to changing the amounts of ingredients in the recipe without changing which
kind of ingredients, or how you add them together: you can make a vegetable stew
with one teaspoon of salt, or you can use two. The recipe is quite similar in either
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case, but the meal could taste quite differently.

Writing recipes can be done in several ways. You can use a pencil and a notebook,
and you can do it with a typewriter and sheets of paper. Also, you can borrow parts of
other recipes and add them to your own. Imagine that you want to make a vegetable
pie, but you only want to specify which vegetables go into the pie. You can borrow
the recipe for the base of the pie from a book, and copy it into your own recipe. In the
same way when creating computer models, it is possible to write them using different
Sframeworks. We have used two such frameworks, called Ikaros (Balkenius, Johansson,
& Tjestheim, 2020), and Processing (Reas & Fry, 2007). They both have strengths
and weaknesses, and may make different things convenient. Ikaros, for example has
lots of ready made recipe parts that can easily be stitched together, almost like Lego.
The Processing framework makes it easy to visualize and draw things. Either way,
when a model has been programmed, it is run in a a sequence of szeps. Although a
recipe may have steps as well, the computer simulation version of steps is more like
frames of a movie, and the model describes what is necessary to create the frames.

Three of the simulation models in this thesis (Tjostheim & Balkenius, 2019), (Balke-
nius et al., 2018), and (Balkenius, Tjostheim, et al., 2020) were done at the syszems
level. This means that we did not simulate the details of individual neurons, or even
populations of neurons. Instead, we focused on the behaviour on some assumed net-
work in the brain, and calculate more abstract activity levels. This typically boils down
to calculating a list of numbers, and each number is usually between zero and one.
These numbers may be interpreted loosely as average and normalized activity of many
neurons, but is focused on what kind of function the neurons do, rather than exactly
how they do it. For example, in Balkenius et al. (2018) one function is to provide a
kind of association memory between different sensory inputs, while another function
is a memory of sequences.

In Tjostheim et al. (2021) we simulated at the level of spiking neurons, using an adap-
tation of the algorithm presented in Izhikevich (2003). We also made the simulated
neurons control a little agent that could move around in world, similar to that of a
video—game. The agent sent images of what it saw into the simulated neurons, thus
completing a kind of motor—sensory loop. Compared to the system level simulations,
this one is more like a real biological system, even if it is still very simplified.

I have argued in this thesis that cognition can be understood as a tool for allostasis, but
the simulations described above have no physiological or allostatic aspects. What is
more, cognition has been studied for many years with little impediment from ignoring
allostatic processes. Next I will look closer at this apparent paradox.
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8.1 Abstracting cognition from the allostatic context

In biological systems, allostatic processes fundamentally dictates goa/s to the organism,
that is places and things to approach or avoid. Nutrients and mates are examples
of things to approach, while predators are examples of things to avoid. The role of
the cognitive subsystem is then to guide the organism to these goals, and negotiate
any obstacles that may stand in the way. What is more, allostatic processes naturally
signal to the cognitive system when the goal is reached, both in terms of when e.g.
a source of nutrients is found, but also in terms of consummation. Satiation is a
physiological signal that consummation should terminate. To borrow a term from
computer science, allostasis solves the halting problem for the organism. The halting
problem was formulated as the problem of predicting whether an algorithm would
stop running or go on forever, given only a description of the algorithm and its input
data (Church, 1936). Physiological limits typically has both a lower and an upper
value, as we saw in the case of calcium homeostasis for neurons. If values move beyond
these points, it typically reduces wellbeing for organisms, and triggers compensatory
behaviours. In any case, if the values move too far from the physiological range,
the organism will eventually disintegrate, and all processes will naturally halt. The
aging process is another way that organisms are naturally ensured to eventually stop
behaviours.

In technological systems, and in absence of allostasis, stopping conditions must ex-
plicitly be programmed in. Artificial systems also lack natural goals, though they can
be given goals or problems to solve by us. However, this situation gives rise to prob-
lems well known to artificial intelligence (Al)researchers of how to specify the uzilizy
function of an intelligent agent (Bostrom, 2014). The "utility function” for biological
systems is precisely allostasis; reward comes from moving the system closer to home-
ostasis, for example by eating energy rich food when hungry, or drinking water when
thirsty. In an Al system this problem is compounded because we don't want the such
systems to hurt us or somehow work against us. That is, we want the goals of the Al
system to be aligned with our own wellbeing. This means also that even if we were
to give the system abstract and high level goals such as "end world hunger”, there is
a lot of implicit constraints in that goal that we want the system to understand (such
as e.g. not killing everyone) and take into account as it works towards a solution.

There is a difference between science fiction—like autonomous and intelligent robots,
and using robots as a research tool to investigate cognition and cognitive processes.
In constrained laboratory settings, it is readily possible to divorce cognition from
allostasis. But it might be instructional to use the regulatory aspects of allostasis even
in artificial systems, to drive behaviour. In the next section I look at some ways this
might be done.
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8.2 How can allostasis be interpreted in a context of artifacts?

A computer plugged in to an electrical socket has a constant source of energy. What is
more, computers have memories that can keep their information, even if the electricity
runs out. Even a laptop that relies on a battery won't be destroyed if that battery
runs out. In these respects our computers are fundamentally different from biological
organisms, who quickly die and disintegrate if their energy supply runs out, and whose
memories and experience too can be destroyed if the flow of energy and oxygen should

be disrupted.

But even if our everyday computers do not by themselves require an allostatic system,
nor depend on allostatic behaviour to keep them going, we can still program them
to have propensities similar to biological organisms. Already, lawn mower robots and
vacuuming robots are routinely programmed to find their way to a charging station
before their batteries run out (Silverman, Nies, Jung, & Sukhatme, 2002). This does
not imply that those robots have any kind of feeling that is similar to organisms.
Nonetheless, if a robot were constructed with an ability to plug itself into any kind
of electrical outlet, as well as a visual system to recognize such outlets, along with a
spatial system to learn where outlets are found, this would be steps along the way of
creating a system that has interesting analogies to biological systems.

Pathak, Agrawal, Efros, and Darrell (2017) trained a system of neural networks to
play the games Super Mario Bros and VizDoom using three broad settings: first, sparse
extrinsic reward on reaching a goal; second, exploration with no extrinsic reward;
and third, generalization to novel scenarios. In these experiments, the authors op-
erationalized intrinsic reward from success in being able to predict the consequences
of its own actions in the game. According to them, they were able to avoid some
difficulties reported by other experiments by filtering away data from the input that
were not due to the agent itself. They found that this agent could learn quicker in
the first condition compared to an agent that did not use intrinsic reward, and that in
the second condition without any reward from the game, the agent could still make
progress. In the third condition, the authors showed that an agent with experience
from an earlier level could outperform one that did not have this experience.

Using a robot finger with touch sensors, and operationalizing curiosity—driven learn-
ing, as minimizing computational resources spent on representing sensory signals,
Pape et al. (2012) show that this system can develop a set of skills that yield partic-
ular tactile signals. They report that the system starts out with random exploratory
behaviour, but since the system is set up with the curiosity-like algorithm described
above, it will gradually end up with this small set of skills. The researchers then show
that the system can exploit these learned skills to do texture classification.
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8.3 What might thinking entail in a machine?

To get an inkling about what it means to be at all #hinking, Holyoak and Morrison
(2012) give the following six examples. One is the expression of beliefs, like ”I think
there is someone at the door”. Another is problem solving, like I hope you can think
of a solution”, which the authors also associate with finding a path to a goal. A third
is foresight, and imagining or predicting the future, like "I think that tree will fall
next summer’. Fourth is judgement and assignment of value, like ”did you think the
movie was any good?”. Fifth is a variant of judgement involving morals, like "1 think
lying is wrong”. Sixth is something like daydreaming or reflection, like "He spent the
afternoon absorbed in thought”.

The question now becomes whether a machine would be able to plausible produce
these kinds of mental behaviours. From the preceding chapters, I would argue that
most should be in principle possible for a machine, even if the resolution might be low.
Having said that, some philosophical charity is required to accept the operationaliza-
tion of the various psychological terms, like belief, foresight, and daydreaming, in
machine terms. Also, communicating about thinking is a separate issue which is be-
yond the scope of this thesis. I will attempt to justify these claims in this section, by
looking closer at each of the six examples in turn.

A belief in machine terms may be operationalized as a probability distribution of
salient events. To unpack this, we can recall some concepts from chapters five and
six. Given that we have implemented a perceptual network that supports selection of
percepts, depending on contrast and importance, that is depending on salience, and
that these percepts are channeled into a sequence memory, which has the property of
grouping together sequences according to their statistical similarity, these statistical,
or probabilistic sequences should be analogous to beliefs about causal sequences. For
example, imagine a robot repeatedly perceiving the following sequence of events; first
the sound of knocking on a door, then the door opening, then a person behind the
door; by association, this sequence of events will be likely to play back in the memory
network of the robot. To further make up a belief that it was the person doing the
knocking, the robot also has to repeatedly observe a person actually doing knocking,
such that the knocking sound is associated with the visual perception of the person
using her arm to knock. The point is that the playing back of these associative se-
quence are analogous to, and an approximation of thinking in the sense of "I think
there is someone at the door”.

Earlier, I argued that abstract problem solving may be operationalized by means of the
manipulation—state metaphor, where typically hands are used to change the environ-
ment such that approach behaviour is facilitated. In robot terms, problem solving like
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this might be concretized as moving something like a cardboard box out of the way,
such that the robot can move from one place to another. Although this may seem a
trivial problem, the interesting part is if the robot has experienced similar enough sit-
uations, where it uses its arm to push or move things, that it recognizes the possibility
of engaging in actions, like pushing or lifting, to move the box. The cardboard box
example is perhaps simple enough that reinforcement learning could be used. This
implies the association with some percepts with particular actions in the manner de-
scribed above for artificial curiosity. The essential part of this kind of problem—solving
thinking is the simulation of event sequences that involves both actions and the effect
of those actions, as well as a state of the world that serves as a regulatory set—point
that is to be worked towards.

Foresight, in the context of machine thinking, is similar to problem solving, but is in
some ways simpler. Depending on the robot’s experience aggregated in its sequence
memory, foresight would entail simulating possible event sequences given the current
observed state of the world. In the example "I think that tree will fall next summer”
this would imply that the robot has similar long term experience as a human, spanning
years. This could perhaps be simplified by using the cardboard box example, if the box
is placed in the middle of a corridor, as "I think that box will be moved”, in the sense
that repeated observations of people moving the box out of the way would trigger the
playing back of such an event sequence on observing the box.

Leaving aside the judgement of good and bad, as well as right and wrong, we are left
with daydreaming and reflection, in the sense of "He spent the afternoon absorbed in
thought”. These two situations may be differentiated by reflection being constrained
to some specific subject, while daydreaming is not. Daydreaming could then be op-
erationalized as letting a sequence memory and associative memory freely activate
across any learned content. This is in essence what Balkenius et al. (2018) is about.
Restricting memory to a particular situation would entail entraining the memory by
e.g. forcefully driving it by means of executive top down activations (Gu et al., 2015;
Smallwood, Brown, Baird, & Schooler, 2012) and downregulating noisiness in the
network to keep it from moving along weak associations, and away from the desired
situation.

8.4 Simulation and its limitations

As a scientific tool in cognitive science, we would like computer simulations of both
overt behaviour, and of cognitive processes to inform us about corresponding be-
haviour and cognitive processes, in animals and humans. There are various ways this
may be the case, carrying different degrees of scientific value. One type of simulation
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makes no attempt at predicting biological systems, but only shows that some func-
tion is possible to implement on a computers. For example, that it is possible for a
robot to recognize a person and signal that it has done so. Many classical Al systems
relied on computer science, and did not attempt to mimic biology in any way. They
contributed by making concrete what kind of computations could be involved in re-
alizing a function like recognition. A second type of simulation aims for qualitative
similarity, for example that the plot of simulation values looks similar to the plot of
recorded values from an animal. In Tjestheim and Balkenius (2019) we present a plot
of how visual acuity develops in kittens, and show that the plot of how similar an in-
put image is to a reconstructed image in our systems qualitatively resembles the kitten
plot (i.e. it converges over time to some stable value). A third type of simulation uses
experimental data to fir the parameters of the simulation, such that the simulation
reproduces the experimental data as closely as possible. This method can also be used
to select between different models, to see which of them produces the best fit. For
example, when simulating single spiking neurons, data recorded from a living neuron,
like electrical voltage and current over time, may be used to adjust the parameters of
a simulation of action potentials such that they are as similar to the real thing as pos-
sible. This simulation can then be applied to reasonably predict what would happen
in biological neurons under different conditions.

Using experimental data to fit simulation parameters can yield valuable scientific
knowledge. But a limitation of this approach is the danger of overfitting; this means
that the parameter values fit the testing data very well, but that they fail to general-
ize, and predict data from different, unrelated experiments. This is particularly a risk,
when models have many parameters, and the risk grows with each added parameter
(Dietterich, 1995). In the example about spiking neurons, it may thus be the case
that the simulation can reproduce the rhythm of e.g. pyramidal cells in the prefrontal
cortex very well, but completely fails to reproduce the rhythm of the same kind of
cells in the parietal cortex, even if the input is the same.

The legitimacy of science rests among other things on whether it is possible by arbi-
trary researchers to accurately reproduce experiments. For computational simulations,
being able to reproduce or re—run experiments may bring many challenges, which can
limit the value of simulations as scientific tools. Concretely, computer simulations
are software, and may not directly run on computers that are different from the ones
the original researchers used. Some times the simulation software must be compiled
from the source code, which can bring its own difficulties, like finding and installing
required software libraries with the correct version. It may also be a challenge to un-
derstand what the simulation actually does, or how it works, just by looking at the
source code.

Physical experiments are the gold standard in science, and typically have the high-
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est scientific value. Simulation experiments compare to physical experiments in that
they can yield numerical data which can again be subject to statistical processing and
interpretation. Similar to physical experiments they may also be time consumptive
to set up and run, hard to replicate, and prone to failure. Simulations contrast with
physical experiment in that they do not directly "ask nature questions”. That is, sim-
ulations have a different degree of assumptions and bias built in to them, since they
are from the bottom up constructed by researchers. On the other hand, even experi-
ments on animals may impose on those animals unnatural conditions and place them
in situations that are very different from what they have evolved to cope with (Cole
& McDermott, 1997). Simulations, once programmed, afford the possibility of par-
allel scale which is harder to do with physical experiments on animals and humans.
That is, the same experiment may be run in parallel with different parameters on a
computer with comparatively little cost, thus yielding a broader look at the landscape
of possibilities. Simulations also afford control over parameters in a more precise and
stringent way than can physical experiments. For example, in the agent simulations
we conducted in Tjestheim et al. (2021), we varied the number of simulated neurons
available to the agent. Adjustments like these are usually not possible to do with real
animals.

Simulations compare to philosophical theorizing in that it is often based on ideal-
ization and simplification, abstracting away the noise of nature. In a way, computer
simulations are constructing philosophical arguments using the computer as an active
tool. Philosophical arguments rely on logic, and logic is also a necessary part of com-
puter programs, including simulations. Similarly, philosophical deduction, starting
from some limited set of axioms, can expose consequences of those axioms; in the
same way axiomatic assumptions are used in simulations, and the running of the sim-
ulations will expose the consequences of those assumptions. Computer simulations
contrast with philosophy in that they afford embodiment both in virtual agents in vir-
tual worlds, but also in physical robots acting in the real world. Numerical simulations
involving probabilities and dynamical systems allow a much higher complexity than
do philosophical arguments relying only on logic, and the limits of human working
memory. In this way, computer simulations allows bridging philosophy and physical

reality.

8.5 Summary

In this chapter, I have discussed how cognitive processes may be implemented in
artificial systems that are not reliant on allostasis. However, by removing allostasis,
cognition is also deprived of natural goals, as well as a substrate for value and judge-
ment. Artificially providing goals that can drive complex behaviour is not trivial, and
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neither is replacing physiological value. However when considering foraging for infor-
mation in the form of novelty and knowledge, artificial systems could likely be made
similar enough to biological ones that complex behaviour could emerge, including
mental behaviour. Thinking is a broad term for many kinds of mental behaviours,
that can include maintaining beliefs about causal relations, problem solving, fore-
sight, and reflection. These behaviours have in common that they rely in part on
association memory and sequence memory, both of which can be implemented in
machines. Understanding thinking this way means that it may not be impossible
to construct thinking machines. Creating such machines will entail running many
kinds of computer simulations, and these kinds of simulations are also scientific tools
within cogpnitive science. Compared to physical experiments, computer simulations
have less direct validity, but are flexible and allows for precise control of parameters.
Computer simulations have flexibility and freedom in common with philosophical
thought experiments, but can be made more strict and more complex than thought
experiments. By letting simulations control virtual agents or physical robots, simu-
lations may be thought of as bridges between philosophical speculation and physical
experiments.

97






Chapter 9

Contours of cognition

In this final chapter I attempt to re—tread and summarize the path I have taken, from
thermodynamics and single cells, to foraging, navigation, and obstacle negotiation.
Zooming out, what are the contours of cognition, and what is the interplay between
environment, and the shapes and forms that cognition might take?

9.1 Cognition as a tool for allostasis

In chapter three and four I talked about regulation and allostasis, and that allostasis
is the name for all processes in the body that work to keep the organism alive. Inside
the body, allostatic processes are often referred to as physiological. They regulate the
amount of oxygen and sugar in the blood, and carry away waste products including
carbondioxide. But many organisms need to move in their environment to stock up
on energy, water, and building materials. In these cases, behaviour is allostatic in
the sense that it is necessary to be able to find the needed resources. But to be able
to find the resources, the organism also needs to process information from sensors,
and engage its muscles to create movement towards the place where the resources
are. The processes that are involved in transforming sensory signals to muscle signals
are cognitive processes, and just like the movement behaviour, and behaviour of the
internal organs, they are allostatic too: they contribute to keeping the organism alive.

The specific nature of neuronal cells and the way they are connected together produce
an interesting kink in this pattern though. As we saw in chapter four, neurons are
somewhat delicate in that they are dependent on admitting calcium at a relatively
narrow rate: not too little, and not too much. Otherwise they stop working and fall
apart. The brain uses patterns of inhibition to represent what it expects will happen,
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so that the sensory signals that match the expectations will be cancelled out. But if
something differs from the expectation, it will be propagated onward. The kink is that
if the predictions are too good, less than the optimal amount of calcium will be let into
neurons. At the subjective level, this can be felt as boredom, and can motivate people
to seek out novel sensory impressions. In practice, this can create an urge in people to
get out of the static office and into ever—changing nature, but can also motivate them
to travel to places they haven’t been. Once again both behaviour and cognition can
be seen as allostatic, since both of them are necessary to find and move to place that
can give new sensory impressions.

Larger neural populations can typically cope with predicting more complex sensory
impressions, but on the flip side such populations require more variation and com-
plexity to work properly. In the next section, I will look at how cognition may be
understood on a scale from simple to complex.

9.2 Cognition across a spectrum of complexity

In this thesis, I have argued that recognition and choice are fundamental functions
of cognition, but these are both quite broad categories. Hence in this paragraph I
intend to consider systems that very likely are not cognitive, and why it is that they
cannot support recognition and choice. Again I make use of the terms orthograde
and contragrade, which I remind the reader mean going with a natural flow, or going
against it by using energy. I will begin with extremely simple and obvious systems, and
gradually try to increase complexity to get closer to a minimal cognitive system. First,
consider systems that lack internal structure and boundaries, like gases at equilibrium.
For such gases there can be no allostasis, and there is nothing that either do recognition
or choice. Next consider a crystal structure like a diamond. A diamond can display a
clear boundary and has an orderly structure. But this structure is too rigid to display
behaviours, although it can be affected by thermodynamical perturbations, and can
be heated or cooled. A body of water is next. Water can have rich internal dynamics,
but unlike a diamond, it needs some external structure to contain it or it will spread
out, and may turn into gas. However, a body of water in the presence of a gradient will
display some self—organizing tendencies as e.g. described in Deacon (2011); Bernard
cells can form in thermic gradients, like water on a stove; vortices can form in gravity
gradients like water running in a river towards the sea. These dynamic phenomena
will also tend to preserve their dynamic structure as long as the gradient persists. But
Bernard cells and vortices are still orthograde; there is nothing in them that allows
their pattern to oppose the gradients they are exposed to. Neither is there any way for
either a Bernard cell or a vortex to recognize anything or to exercise options.
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Let us recall the slime mould from earlier chapters. The particular way in which
the slime mould explores its environment, by spreading out and compressing itself
around nutrition sources, means that it does not necessarily orient itself as do most
other organisms. The slime mould grows in every direction, and does not have a
particular body shape. This is particularly noticeable when we observe how the slime
mould behaves if it cannot find enough nutrients. By forming a fruiting body filled
with spores that is released into the air, it uses atmospheric pressure gradients to spread
itself out over an extended area, in a similar way to how it spreads itself out into its local
environment. In this way, it is perhaps more similar to a plant, than to animals. We
can keep this distinction in mind when we now turn to single celled and multicelled
organisms.

Bacteria like £. Coli have sensors that can detect chemical gradients, and that are
coupled to effectors that can spend energy to move the bacterium along the gradient
toward nutrients. This system has an enclosure or cell wall, and can apparently rec-
ognize stimuli in the form of chemicals. Although it can move it has limited choice
(Greer-Phillips, Alexandre, Taylor, & Zhulin, 2003). In particular, £. Coli cannot
choose to move away from a nutrient gradient. We will consider two more organ-
isms: first, the C. Elegans a small nematode worm that lives in soil and eats bacteria;
second, the sea squirt which has a central nervous system in its larval stage, but reduces
it later.

First, C. Elegans is interesting because it is multicelled and has a simple nervous system
consisting in less than 400 neurons and around sooo synapses (White, Southgate,
Thomson, & Brenner, 1986). This organism has a range of sensors, including ones for
chemical concentrations, and for touch. It has also a muscular system that lets it both
approach and avoid stimuli in its environment. In addition to recognition, C. Elegans
appears to be able to make simple choices, both for what to eat (Shtonda & Avery,
2006), and how to move (Shinkai et al., 2011). Although choice behavior is difficult
to separate from reflexes (Boyle, Berri, Tassieri, Hope, & Cohen, 2011), C. Elegans
appears at least to have more options than do E. Coli.

Second, the sea squirt is salient due to the changes that happens to its central nervous
system over its lifetime. The sea squirt starts out as a mobile tadpole with sensors
for light and gravity (Ryan, Lu, & Meinertzhagen, 2016). In this life stage, the sea
squirt can swim and orient itself, and seek out a place where it can settle. Once it
has settled, it stays in the same place for the rest of its life, and most of the nervous
system is transformed into a more developed digestive system including structures
for capturing nutrients from flowing water by filtering. The tadpole central nervous
system consists of 177 neurons (Ryan et al., 2016), and is thus a little more than half the
size of the C. Elegans nervous system, but has around six thousand synapses compared
to the C. Elegans five thousand. Although little appears to be known about choice or
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decision processes in the sea squirt tadpole, it is likely that it can recognize places to
settle.

The contour we can spy when comparing the non—living systems with the living sys-
tems, and the living systems with each other, is the notion of space, and how organisms
cope with spatial aspects, like gradients and places. The slime mould blankets its lim-
ited local environment by progressively spreading out in it, or by releasing spores.
The oscillators that it is made up of, reacts to nutrients by cycling faster, and to nox-
ious substances by slowing down. The sum and interaction of these processes sup-
port allostasis in the slime mould. Bacteria like £. Co/i are focal in shape, can orient
themselves, and move along nutrient gradients. If no nutrient gradient is recognized,
E. Coli will randomly move about in its environment, until recognition happens by
molecules slotting into its chemical receptors. The C. Elegans worm hunts bacteria
at least in part based on olfaction (Worthy, Rojas, Taylor, & Glater, 2018). That is,
like E. Coli, they can orient themselves, move along chemical gradients, find, and
ingest nutrients. C. Elegans appear also to be able to develop preferences, and have
been observed to avoid some bacteria based on experience (Shtonda & Avery, 2006).
Finally, and perhaps most saliently, the sea squirt demonstrates when, and how, cog-
nitive processes are necessary. In its tadpole stage, its nervous system performs the
occasion—limited function of seeking out, and navigating to a place to stay. When it
is active, the neuronal processes of its nervous system supports orientation in relation
to gravity, and in relation to light, and can recognize suitable settling places (Ryan et
al., 2016). When settling is complete, and coping with space is no longer required,
the nervous system is dismantled.

The sea squirt’s time as a cognitive being is limited, and presumably its need for mem-
ory is limited too. But C. Elegans apparently learns from experience and uses it to
avoid some food, and approach other (Shtonda & Avery, 2006; Worthy et al., 2018).
In the chapter about foraging I talked about space, but also about how foraging can
be supported by learning. That is, how an organism can save resources by recognizing
sensory sequences that repeat. This ability allows prediction in particular. We can
recall from the chapter about regulation that, the organism itself is also a source of
repetitive patterns that must be predicted for physiological processes to do their al-
lostatic work. While foraging though, prediction of visual impressions in particular,
are helpful for an animal that is making its way towards a place with food or water.
Similarly, accurately predicting processes, involving gravity, and such mechanical pro-
cesses as bending, and properties like flexibility, makes it possible for an animal to use
tools, and predict how to use the tool to get food. Prediction of physical processes like
this, combined with prediction of how own behaviour can modify the environment
is the machinery that mediates manipulation, as we saw in chapter 7.

From this we can recognize a second contour: coping with repetition and change by
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learning, which again affords prediction, and predictive regulation.

9.3 Reflection and thinking can integrate and associate knowl-
edge from different sources to make better choices in fu-
ture

When an animal is in the midst of a foraging situation, goal directed, focused predic-
tion and behaviour, means that immediately relevant associations are most likely to
be activated (Shettleworth, 1989). However, when an animal has returned to its nest,
when immediate needs have been satisfied, and it is safe, the default mode network
takes precedence over the seeking and executive networks (Greicius, Krasnow, Reiss,
& Menon, 2002). In a relaxed state, and when no longer focused on approaching
a goal, attention is typically turned inwards, and attentional focus will tend move
around more freely since the winner—takes—all mechanism described in chapter s is
also relaxed. In this state, populations with weaker activation are more likely to win
out, and become the attentional focus.

The default network includes areas of the brain that processes both spatial and tempo-
ral context, places and sequences, as well as action choice and associations of various
kinds (Greicius et al., 2002). When this network is left to spontaneously roam, the
result is a kind of daydreaming (Kucyi & Davis, 2014). Associations that are followed
can include walking around known paths, since each place along a path are associated
as the animals traverses it. But since the grid system is activated at the same time, it
is possible for an animal to become aware of possible shortcuts, or alternative paths
between places, that it has not physically experienced. Similarly, different sequences
of manipulation actions that lead to the same outcome, or outcomes that have some-
thing in common, can form the basis of generalization. The noisy aspect of the default
mode, and its propensity to admit associations that are specifically weak, are key in
the sense that it allows an organism to become aware of non—obvious commonalities.

Another aspect of default mode activation is the re—experience of particular trains of
events, in contrast to the free association described above. We can call this reflection.
The reflective mode allows imagination of possible alternatives of behaviour, and what
might be the outcomes of those alternatives. For a foraging animal, this kind of
reflection may only concern journeying to and from foraging sites, or possibilities for
exploration (Poe, Nitz, McNaughton, & Barnes, 2000; Redish & Touretzky, 1998).
For social animals, there are indications that this behavioural-outcome simulation
also includes social interaction (Li, Mai, & Liu, 2014; Mars et al., 2012).

Even if the default network can come up with alternative scenarios and hypotheses
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about possible paths to try, or behaviours that might give better results, how reliable
are these default processes (Kornblith, 2012)? While it is clear that direct experience is
more reliable than scenarios that occur when mind-wandering, there are some specific
situations where an animal may benefit from having the ability to mind-wander. In
Stephens and Tjostheim (2020), we argue that in novel situations, a strict reliance
on direct experience will in fact be a liability, since in nature change is constant, and
although patterns are profuse, nothing ever repeats exactly. If the novel situations
bears some resemblance to situations created during reflection or mind-wandering,
the animal has some behavioural option instead of merely freezing up. In this way,
reflection can contribute to reliability of mental models, by means of corroboration
and association of independently acquired experiential traces.

9.3.1 Foraging and exploration in conceptual spaces

So far this thesis has been chiefly concerned with cognition in the context of non—
human animals. In this section, I will in contrast only talk about human conceptual
cognition. Human advanced metaphors can be used to compose concepts on the fly
to aid choice of behaviour in approach to goals, and also to choose goals. These goals
can include states of the world, but also allostatic states.

The notion of conceptual spaces is due to Girdenfors (2000) and proposes that human
categories are spatially organized by similarity. Here I will use this term in a somewhat
broad interpretation, where concepts are simulation models in the sense of Barsalou
(2009), but are not necessarily distributed in conformance to Cartesian axes. How-
ever, concepts may still be seen to be spatially organized in a place-like fashion, such
that there may be mental paths between places, and places contain classes of concepts,
each of which can be manipulated.

In this way, foraging in conceptual spaces can mean using and synthesizing concepts
to concretize a goal in the form of a desired outcome; to find a path to that desired
outcome; and to move along that path. Oftentimes the path is uncertain, and requires
extensive exploration to learn conceptual models, such that they can be used when
doing mental path wandering and manipulation, in the form of simulation. Finding
particularly energy saving metaphors and concepts map to places of tasty and satisfy-
ing food; finding a path between groups of concepts is motivating and exhilarating,
as it allows us to move between conceptual places that we before assumed were not
connected. Our rich mental landscape of connected places, where we can do and
make different things, affords us rich abilities to predict the natural world, to predict
our social group and society, and crucially to shape it such that it can save us energy.

In the following I will propose some hypothetical conceptual metaphors, that make
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use of various intrinsic processing machinery that human brains have evolved. I start
with metaphors of space, since above I identified space as a contour of cognition, and
indeed most of this thesis concerns space and navigation. Chapter six in particular
was about the navigation—place metaphor, and I will provide some more examples
here. First, a journey involves both navigation and places. A journey often has some
particular place as a goal, but many journey start and end at the same place, our
home. When we come back from a journey, we tell people about it; the journey can
be made into a story. Particularly interesting parts of a story are those where tension
and uncertainty arises, often when an obstacle occurs. The audience wants to know,
which option did you choose? Which path did you take? How did you get away from
the bear? If the journey had no tension, it can still have aspects of novelty. This is
pleasing too; getting to know about how people behave in distant places, what the
houses look like there, what they eat, how the landscape is; all of it generates interest,
since subconsciously it has potential value for the listeners: it would help them predict
and navigate around that place if they were to go there themselves.

The interesting point is that, even stories which are not about journeys, still appear to
use the machinery of spatial cognition. Milivojevic, Varadinov, Grabovetsky, Collin,
and Doeller (2016) conducted an experiment where participants watched parts of a
movie called Sliding doors while placed in an fMRI scanner. This movie consists of
going back and forth between two narratives, depicting alternative outcomes as the
protagonist either misses, or catches, a subway train. The data recorded in the experi-
ment indicated that neural activity in the hippocampus, which is responsible for pro-
cessing places and sequences, was different when the movie showed particular people
and locations. The results indicated that the hippocampus also differentiated between
the two story lines. This study thus gives support for metaphors like "life is a journey”,
and “relationships are journeys” being mediated by areas in the brain that also process
concrete places and navigation.

Another aspect of space processing that we saw in chapter six, is that of the grid system,
which allows us to use map-like representations, and to make inferences about how
places are spatially related. As it turns out, this system is versatile, and can be used
to process even abstract relationships. Garvert, Dolan, and Behrens (2017) tested this
notion by showing human subjects a series of random images, including a motorcycle,
an umbrella, and a shoe. The subjects were told that the images were randomly picked,
but in reality, the images were placed on a grid such that for example, the shoe was
connected to the umbrella and a picture of a rabbit. Instead of the sequence of images
being random, they were always shown in a way that corresponded to walking along
the connections of the grid. In effect, the images acted as "places” or locations, that
were connected via other places. The researchers then showed the images again to the
subjects the following day, but now the subjects were placed in an fMRI scanner. The
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activity of the subjects’ brains, that is their hippocampus and their entorhinal cortex,
displayed activity that reflected the spatial-like organization of the original grid, even
if the subjects never saw anything but the sequence of images, which they also thought
was random.

As we saw in chapter seven, sometimes it is not enough to travel to a place to get
what we need; sometimes it is necessary to change the place itself. For example, we
might a found a nice place with a fine view over a lake, but we still need to build a
house there to have shelter and somewhere to live. On a large scale, we might want
to use the energy of a waterfall to drive turbines and create electricity. On a small
scale, we need to solve problems of many kinds, from writing reports, calculating
income taxes, cook a dinner, or tidy up the living room. These are all examples of
manipulation, in the basic sense that we typically use hands to change something into
something else: we change an empty sheet of paper into one filled with sentences
and paragraphs; we change the income tax form from having a lot of empty fields,
to one where numbers are written that reflect our income and expenses; we change
five potatoes, some carrots, and onions into vegetable stew, and we change the living
room from a mess of toys and magazines and used plates, to a room where every thing
is in its place. Even more abstractly, a mathematician might change an equation into
a different form as part of a proof, a computer programmer might change a routine
of computer code to fix an error or to transform a list of numbers.

Manipulation activities that change the state of the world is primarily associated with
areas of the parietal cortex. Alivisatos and Petrides (1997) placed subjects in a positron
emission scanner and took pictures of their brain activity while they were tasked with
telling the difference between numbers and letters and their mirror image. Subjects
were also told to discriminate between rotated numbers and letters. These tasks re-
quired subjects to change the stimuli before comparing them, in effect making the
subjects either do a mirroring transformation, or a mental rotation before answering
if stimuli was the same or different. The brain images of these subjects were then
compared by the researchers with control subjects that did comparison, but did not
have to do transformations. The researchers found that areas of the parietal cortex
were activated in the experimental group, while less so in the control group.

Rotations and mirroring transformations can be done by the hands on physical ob-
jects. But changing sounds and melodies are less obviously a candidate for handed
manipulation. Zatorre, Halpern, and Bouffard (2010) tasked musicians placed in
a fMRI scanner with comparing notes of a familiar tune with a correctly reversed
version, and one that had errors. Like the mental rotation experiment above, this
required the subjects to mentally transform the note sequence by reversing it, before
making the comparison. The results from this experiment showed that an area of
the parietal cortex called the intraparietal sulcus was particularly activated, along with

106



more frontal areas that tend to be involved with memory. The researchers propose
that parietal areas could be involved with quite general transformations of sensory
input, not only visual input.

As the above experiments indicate, there appears to be support for the notion of spa-
tial metaphors. On the one hand, it seems that we can mentally move in conceptual
space, as long as there is some kind of spatial-like structure that the hippocampus and
the grid cell areas can latch on to. This enables us to make inferences and pose hy-
potheses about domains that we cannot directly observe, or that are abstract. Physics
and mathematics are examples of such domains. On the other hand, when we find
ourselves at a particular "place” in conceptual space, it appears that we can use areas of
the brain that likely evolved to support the control of the hands, to mentally change
information from the senses. Together these abilities make for powerful abilities to
both imagine and change our environments to save energy and improve quality of life
for our species.

9.4 Summary

In this chapter, I reiterate how cognition may be considered a tool for allostasis, specif-
ically providing means for an organism to cope with spatially distributed resources by
means of neuronal networks that can predict space and select appropriate behaviour
for navigation and obstacle negotiation. Different organisms have evolved different
means to take advantage of space, but depending on size and whether they are preda-
tors or herbivores, animals display cognitive abilities across a spectrum. The bacterium
E. Coli can be contrasted with the nematode worm C. Elegans. The bacterium relies
on molecular motors to orient itself and move in nutrition gradients, and thus can
support recognition via molecular sensors, but have no behavioural choices. C. Ele-
gans is multicellular, and does have a nervous system. It can recognize different types
of bacteria as prey, can develop preferences for some bacteria over others, and its body
supports orientation along chemical gradients. C. Elegans has been observed to use
at least two types of locomotion. Organisms called sea squirts have life phases that
include first cognition and movement in space, followed by a stationary phase, where
the nervous system is dismantled, and cognition is no longer necessary. Hence space
may be recognized as a contour of cognition, along with recognition and choice. Cop-
ing with space, particularly for land animals often requires distinguishing between
places, as well as paths between a nest an a foraging place. Navigation between places
requires learning and prediction of sequences. Learning and prediction are comple-
mentary, but prediction is directly necessary for allostasis. Hence prediction of sensory
impression in relation to spatial navigation may be recognized as a second contour of
cognition. For mammals, playing back navigation and foraging sequences, with the
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aid of networks that support grid representation of places, afford inferences of possible
shortcuts and paths between known foraging sites. Considered as a simple form of
reflection, directed and free association may also be considered a contour of cognition.
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Scientific publications

Summary, results, and contributions of work

Paper 1: From Focused Thought to Reveries — A Memory System for a Con-
scious Robot

This paper presents a computational model of various kinds of memory, like working
memory and episodic memory, along with an arousal system inspired by noradrener-
gic systems in the mammalian brain, and that is relevant for the study of awareness
and different conscious states like day—dreaming and focused goal approach. In the
context of foraging, this paper deals with knowledge and memory about which pat-
terns exist in an ecological niche at which places, as well as how arousal affects what
an organism may be aware of.

Result: A model of memory and arousal that can produce responses to mediate several
kinds cognitive processes, including object permanence, episodic recall, and vicarious
trial and error. The same model was successfully tested in a range of psychological
tasks including the A—not—B task and delayed matching to sample.

Contribution: Provides a framework for studying integrated memory— and spatial
processes in a systemically plausible way, associating object recognition with place
perception. Support for arousal dependent free association provides a basis for study-
ing mental behaviour associated with default network processes, awareness, and con-
sciousness.

Paper 11: Cumulative inhibition in neural networks

This paper proposes a neural network algorithm for unsupervised learning that sup-
ports multi-resolution receptive fields. Units can be stacked hierarchically to arbitrary
depth to cover increasingly large areas of a sensory field. We suggest that this network
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provides a model for understanding the development of acuity in perception, where
coarse representations precede representations with fine detail. In the context of for-
aging, this paper thus deals with perception and development, and what the statistical
sensory building blocks of an environmental niche are.

Result: Network units adapt their weights to the statistics of the input, having a
qualitatively similar acuity stabilization curve as that shown in kittens. The cumulative
inhibition topology produces network weights that have progressively higher power
at high spatial frequencies.

Contribution: Provides an algorithm that supports detail-differentiated statistical
learning, and provides steps toward a theoretical framework for the development of
perceptual acuity.

Paper 111: A computational model of trust, pupil, and motivation dynamics

This paper extends an earlier published model of pupil dilation and adds nuclei and
pathways that mediate familiarity based trust and valenced somatic sensation in the
form of gentle and painful touch. From the perspective of foraging, this paper shows
how familiarity and positive feelings are building blocks of unconditional trust, and
how trust —or its absence— can be a differentiator for approach and avoidance be-
haviour.

Result: Simulations of faces associated with gentle or painful touch suggest that stim-
uli inducing negatively valenced affect, induce stronger learning than those that in-
duce positively valenced affect. This is reflected in a larger diameter of pupil dilation
for negative stimuli compared to positive, and yields an asymmetrically stronger moti-
vation to avoid, than positive stimuli do to approach. Results also indicate that given
sequential presentation of both negative and positive stimuli of equal magnitude, the
negative stimulus will dominate the positive one regarding level of trust.

Contribution: A working and anatomically plausible computational model of basic
familiarity based trust, applicable to real-time performance in robots.

Paper 1v: The cognitive philosophy of reflection

According to Kornblith, only direct experience can add reliable knowledge, in contrast
to reflection which cannot. This paper argues that a less restrictive view of reflection
is commensurable with empirical results from neuroscience and cognitive science,
and that reflection can add reliability through generalization, flexible association, and
creativity. Following successful generalization from experience, reflection can provide
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reliable behavioural guides in novel situations. We therefore propose that knowledge
can be usefully viewed as having a component of direct experience, as well as one
based on reflection. Therefore, from the perspective of a foraging animal, reflection,
thinking back on experiences and using knowledge from different sources can increase
reliability of future predictions and make for better choices in novel situation.

Contribution: Shows how reflection can contribute epistemically apart from direct
experience. A way to understand thinking, reflection that is commensurate with cog-
nitive science.

Paper v: The Missing Link Between Memory and Reinforcement Learning

The model presented in this paper builds on the one presented in paper 2, adding a
biologically plausible network model for value—based choice. With this extension, we
show how memory can support decision—making when value cannot be directly deter-
mined solely by immediate observation. The forward—looking aspects of the memory
model affords simulation of future scenarios based on a choice as well as the evalua-
tion of those scenarios. The choice—making circuitry supports gradual accumulation
of value based on attending to different properties that may be located at different
places in the sensory space. The mental time travel aspect of the model thus provides
a potential “missing link” between the associative nature of reinforcement learning,
and semantic— and episodic memory. In the context of foraging, this paper considers
how spatial attention, and prospective simulation based on experience can support
complex choice processes.

Result: Simulations of noisy choice processes between two objects, based on a sin-
gle value—attribute, indicate that increased noise gives faster reaction time, but more
random outcomes; reaction time increases as the perceived value of the items become
more similar. For simulations involving episodic—like memory, results indicate that
goal that is closer in time is reached through fewer episodic transitions, and wins more
often. The model also shows how a smaller immediate reward can win out over a larger
delayed reward by means of temporal discounting.

Contribution: A computational model of choice processes that shows how episodic
memory, attention, and value-based neurological processes can work together to reg-
ulate behaviour. The model offers explanation both of simple immediate choices,
choices that depend on multiple sensory factors, as well as complicated selections
between alternatives requiring forward looking simulations employing episodic and
semantic memory structures.
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Paper vr: Intelligence as accurate prediction

Intelligence as a concept is often broadly defined to encompass the wide variety of
behaviour that purportedly intelligent beings can display, and the complexity of situ-
ations with which they can cope. However, broad definitions can make implementa-
tion in physical systems problematic. In this paper we argue that intelligence may be
usefully approximated as the ability to generate accurate predictions. The argumen-
tation synthesizes Godfrey—Smith’s environmental complexity theory, and Hohwy’s
predictive mind theory, but adding the notion of niche broadness, as well as changes
concerning the view of cognition and control. We make explicit the significance of
accuracy as a composite of trueness and precision, where the nervous system acts as
a distributed controller motivating actions that keep the body in homeostasis. In re-
lation to foraging, accurate prediction thus affords problem solving in general, and
obstacle negotiation in particular.

Contribution: A concretization of the intelligence concept that is commensurate with
cognitive science and the predictive processing framework.

Paper vir: Direct approach or detour — a comparative model of inhibition
and neural ensemble size in behavior selection

This paper presents a biologically plausible model of approach behaviour using spik-
ing units, and inspired by anatomical pathways in mammalian brains that mediate
strategy switching between direct approach and approach via detours. The model
controls an agent that moves in real-time in a 3D virtual world that is designed to be
similar to detour experiments using animals. Detour behaviour for the agent is medi-
ated by the use of a spatial, allocentric map on which alternative paths can be plotted.
This corresponds to purported employment of grid—cell populations in animals. We
compare the simulated data with data from animal studies, finding that our results are
qualitatively similar. In a foraging context, animals are often presented with obstacles
that necessitates detour behaviour, and the ability to cope with detours without being
distracted tends to be positively associated with cognitive capacity.

Result: Varying inhibition and neural population sizes over simulations indicate that
both choice and inhibition processes are facilitated by increasing number of neural
units. Larger populations are also associated with reduced behavioural variance and
the ability to maintain a detour path without being distracted by a visible goal.

Contribution: Shows a relation between behaviour and neural population size. This
work also contributes a biologically realistic computational model of approach be-
haviour that acts in a virtual 3D world, and which makes up a framework for experi-
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mental work.

Papers to which the author contributed, not part of this thesis
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