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Abstract

A framework for high-level representations in computer vision ar-
chitectures is described. The framework is based on the notion of
conceptual space proposed by Gérdenfors [12]. This approach allows
to define a conceptual semantics for the symbolic representations of
the vision system. In this way the semantics of the symbols can be
grounded on the data coming from the sensors. In addition, the pro-
posed approach generalizes the most popular representation frame-
works adopted in computer vision.

1 Introduction

According to Marr [17], computer vision is the process that, starting from
bidimensional images, automatically discovers what is present in the external
world and where it is. Computer vision is an information-processing task that
receives in input raw and low structured data (the images acquired by a video
camera), and gives as its output highly structured data (suitable symbolic
descriptions of the scene). Such data are crucial for the effective autonomy
of a moving robot [2], for sensing actions in planning [22], for teleautonomy
and telepresence [8], and also for advanced man-machine interfaces [11].

The schema of a general architecture for computer vision is shown in
Fig. 1. The first block is the camera. The data in this block are strictly
related to the signals coming from the sensors, and they are generally struc-
tured as a matrix of pizels.

The information in the camera block is processed by low level vision algo-
rithms. The main task of these algorithms is to extract low-level information
from the scene, such as contours, edges, textures [14].
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Figure 1: A general architecture for computer vision.

In the intermediate representation block the data extracted by the low
level processing are represented in terms of the composition of suitable prim-
itives, and grouped on the basis of conceptual categories. In a sense, the data
representation in such an intermediate block may be viewed as a compact
and compressed representation of the scene acquired by the camera. The
minimum requirements of this representation are the independence from il-
lumination conditions and from the specific point of view.

The symbolic representation constitutes the output block of this architec-
ture; in it the perceived scene is represented in terms of a high-level formal-
ism, e.g., a first order logical language. In this case the individual constants
of the formalism represent specific entities in the scene, one-place predicates
represent classes of entities and, in general, n-place predicates represent n-
ary relations. Suitable extensions of such type of formalism have been pro-
posed in the literature, which include symbolic descriptions of similarities
and analogies among entities [10].

The algorithms linking together the intermediate and the symbolic rep-
resentations are generally known as high-level vision algorithms [27]. Their
role is to identify and classify the entities of the intermediate representation
in the terms of the symbolic formalism.

In the following, we will concentrate on the intermediate representation
block of this schema. In particular, in Sect. 2, we will present the approach
proposed in [6, 7] based on the adoption of the notion of conceptual space [12].
In Sect 3, we will review some of the most widely adopted representation
frameworks for computer vision, and we will compare them with our ap-
proach. Finally, in Sect. 4, we will present some conclusions and we will
indicate some open research problems.



2 Conceptual Spaces

2.1 Introductory remarks

The theory of conceptual spaces provides a robust cognitive framework for
the characterization of the internal representations of the environment of
an agent. A conceptual space CS is a metric space in which entities are
characterized by a number of quality dimensions [12]. Examples of such
dimensions are color, pitch, volume, spatial coordinates, and so on. Some
dimensions are closely related to the sensorial inputs of the system, other
may be characterized in more abstract terms. Such dimensions represent
qualities of the environment independently form any linguistic formalism
or description. In this sense, a conceptual space is prior to any symbolic
characterization of cognitive phenomena.

In the domain of artificial vision, we call knozel a generic point in a
conceptual space C'S (the term knoxel is derived by analogy from pizel). A
knoxel corresponds to an epistemologically primitive entity at the considered
level of analysis. Knoxels are obtained from measurements of the external
world performed by the camera block, through the subsequent processing of
the low-level vision algorithms.

An important aspect of this theory is the possibility of defining a met-
ric function in a conceptual space C'S. Following Géardenfors, we maintain
that the distance between two knoxels calculated according to such a met-
ric function corresponds to a measure of the similarity between the entities
represented by the knoxels themselves [25].

A related aspect of this theory is the role of convex sets of knoxels in C'Ss.
Gardenfors proposes the so called Criterion P, according to which a natural
category corresponds to a convex set in some suitable C'S. Natural categories
are the most informative in taxonomies of real word entities and situations,
and are the most differentiated from one another. Natural categories are
also the preferred level for reference, they are the first to be learned by
children, and categorization at this level is usually faster [23]. According to
the Criterion P, betweenness is significant for natural categories, in that for
every pair of knoxels belonging to a convex set (and therefore sharing some
features), all the knoxels between them also belong to the set itself, and share
in their turn the same features.



2.2 Representation of simple objects
2.2.1 Superquadrics

According to our proposal of an intermediate representation level based on
conceptual spaces in artificial vision [6, 7], the knoxels are 3D primitive shapes
represented according to some Constructive Solid Geometry (CSG) schema
(see [20]).

In particular, we adopted superquadrics as suitable CSG primitives. Su-
perquadrics are widely used in computer graphics [3] and in computer vi-
sion [21, 26, 28]. Various techniques have been proposed for tracking and
recovering superquadrics from static and dynamic scenes, even when the ob-
jects are difficult to segment or in the presence of occlusions [26, 13, 16, 28,
18].

Superquadrics are geometric shapes derived from the quadric parametric
equation with the trigonometric functions raised to two real exponents. The
parametric form of a superquadric is:

Qg COS™' 1) cos™? w
f(n,w) = | a,cos™ nsin“?w (1)
a, sin' n

where —7/2 < n < 7/2 and —7 < w < w. The quantities a,,a,,a, are
the lengths of the superquadric axes, and the exponents 1, €9, are the form
factors: €1 acts in terms of the longitude, and €5 in terms of the latitude of
the shape. If the form factors are less than 1, then the superquadric assumes
a squared shape. For values close to 1 the shape is rounded; greater values
tend to generate a cuspidate aspect. Fig. 2 shows the shape assumed by a
superquadric by changing the form factors. From top to bottom, €; varies
from 0.2 (first row) to 1.5 (last row); from left to right, 5 varies from 0.2
(first column) to 1.5 (last column).

Eq. (1) describes a superquadric in canonical form. To describe a su-
perquadric in a generic displacement in 3D space, three center coordinates
Dz, Dy, P- and three Euler angles ¢, 9,1 should be added. So, a knoxel k
corresponds to a vector in R*!:

k=[a, a, a. &1 e p, py, D- @ﬁw]T- (2)

In many cases, it may be convenient to represent a knoxel k putting in
evidence the parameters expressing the shape of the superquadric:
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Figure 2: Shapes assumed by a superquadric by varying the form factors &,
and e,.




ksh,we:[az ay, a, & sg]T, (3)

or the parameters corresponding to its spatial displacement:

kdisp:[px by P ¥ v w]T

In this way, Eq. (2) now may be written as follows:

k = { Kshape ] : (5)

kdisp

2.2.2 Distance between superquadrics

A distance function ds between knoxels based on an Euclidean metric can
be defined as follows:

ds(k, k') = [[k — K| (6)

Taking into account Eq. (5), it is possible to modify ds to obtain a tunable
distance measure that differently weights the shape and the displacement of
the knoxels:

ds(k, k' w,, wq) = Wy [Kshape — /shapeH + wal [Kaisp — :ﬁspH- (7)

where w, and wy are the weights assigned to the distance measures of shapes
and displacement, respectively.

Fig. 3 is a pictorial representation of the conceptual space we have adopted:
a generic point in C'S (a knozel) corresponds to a superquadric along with
its displacement in space; concepts as box or cylinder are represented as sets
of knoxels.

We have found [1] that in practical cases the set of knoxels corresponding
to “natural” geometric concepts such as boz, cylinder, sphere, etc., may be
discriminated by a single layer perceptron [19]. This because they correspond
to linearly separable sets, i.e., to convex sets in CS, that therefore satisfy
the Criterion P. So, the choice of superquadrics as knoxels allows to define
a conceptual space in which a simple metric function can be defined, and in
which simple geometric concepts correspond to convex sets of knoxels. In
this way the basic requirements of the conceptual space theory are satisfied.
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Figure 3: Simple shapes represented in the conceptual space.

2.3 Representation of composite objects

The shape of more complex objects cannot be described In terms of single
superquadrics. For example, a chair can be naturally described as the set of
its constituents, i.e., its legs, its seat and so on. Analogously, Fig. 4 shows a
hammer as composed by two superquadrics, corresponding to its handle and
to its head.

Figure 4: A hammer made up by two superquadrics.

In order to represent composite objects that cannot be described as a
single knoxel, we assume that they correspond to sets of knoxels in C'S.
A generic composite object O is described as the set of knoxels of its n

7



Symbolic KB

has-handl€]

Figure 5: A hammer represented in the conceptual space.

components: O = {ky, ko, ... k,}. For example, the hammer in Fig. 4 is
described as the a of knoxels {ki,ko}. In general, every “typical” hammer
will corresponds to a suitable pair of knoxels, that correspond respectively to
its handle and to its head. Fig. 5 shows a pictorial representation of a hammer
in C'S: the concept hammer is described as a pair of sets corresponding to
the hammer’s components: the handle and the head.

2.4 Navigating in conceptual space

In order to identify the sequences of knoxels in the C'S that correspond to the
composite objects described at the level of the symbolic representation, it is
possible to imagine a focus of attention acting as a light spot that sequentially
scans the scene. At the beginning, the focus of attention identifies a zone
in C'S where a knoxel is expected that matches one of the knoxels of O
(say, ky). If this expectation is satisfied, then the focus of attention searches
for a second knoxel of O, say, ks. This process is iterated until all these
expectations are satisfied, and therefore there is enough evidence to assert
that an object O is present in the scene.

The movements of the focus of attention may be seen as the movements
of a free-flying robot navigating in C'S. In this sense, the set of knoxels that



compose O are target points that may be sequentially reached by the robot;
in other terms, the set {ki,ks,... ,k,} is some sort motor schema for the
focus of attention in the sense of Arkin [2].

The focus of attention is controlled by two different modalities, namely the
linguistic and the associative modality. According to the linguistic modality,
the focus of attention is driven by the symbolic knowledge explicitly stored in
the symbolic KB of the system. For example, let us suppose that the system
has stored in its KB the description of a hammer as composed by a head and
by a handle. When the system recognizes in the scene a knoxel, say k;, as a
possible part of a hammer (e.g., as its handle), it makes the hypothesis that
a hammer is present in the scene, and therefore it searches the C'S for the
lacking parts (in this case, the hammer’s head). The black arrow in Fig. 6
shows such a scanning of an hammer by the focus of attention; Fig. 7 shows
the corresponding operation in the conceptual space.

Figure 6: The focus of attention sequentially scanning a hammer.

According to the associative modality, the focus of attention is driven
by an associative mechanism based on learned expectations. Let us suppose
that the system has seen several scenes where a hammer is present along
with a box (as in Fig. 8). As a consequence, the system learns to associate
hammers and boxes; when a hammer is present in the scene, it expects to
find also a box in the surroundings.

A natural way to implement the focus of attention as it has been described
before is to use an associative memory. In [6], we describe a mechanism based
on a Hopfield neural network with time delayed weights [15] that implements
the focus of attention, along with both its linguistic and associative modali-
ties.
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Figure 7: The focus of attention exploring the conceptual space.

3 Comparison with related frameworks

3.1 Feature spaces

Feature spaces are one of the most widely adopted approaches to the problem
of the automatic classification of the objects in a scene (see [14] for a tutorial
review).

According to this approach, an object is characterized as a vector of
feature values corresponding to a point in a feature space in which a metric
function is defined. There are many similarities between feature spaces and
C'Ss. In both cases objects are characterized as vectors of components, and
a suitable metric function is defined.

However, there are important differences in the basic motivations. The
feature space approach is aimed at identifying and classifying objects accord-
ing to their features [9, 5, 24]. But the adopted features are generally low
level and strictly related to the images acquired by the video camera. On the
contrary, the conceptual space approach is aimed at the high level interpre-
tation of scenes, and at the cognitive grounding of symbolic representations
on perceptual data. The dimensions of a C'S are not chosen to be strictly
functional for a mere discrimination among objects; rather, they are chosen
in order to generate a rich symbolic description of the scene.
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Figure 8: Associative scanning driven by the focus of attention.

Moreover, in the feature space approach objects are treated as a whole,
and their internal structure generally is not taken into account. On the
contrary, the C'S approach accounts for the internal structure of the objects
in terms of their parts and of the relationships among them. Therefore, from
this point of view, the C'S framework allows far more rich descriptions of
scenes and of objects in them.

3.2 Recognition by Components

According to the recognition by component (RBC') approach, every object
is represented as a set of suitable 3D primitives plus a set of relationships
among them; such relationships are usually expressed in the terms of some
graph-like formalism [17, 4].

Also the C'S approach adopts a representation based on 3D primitives.
Knoxels are geometrical primitives, and composite objects are represented
as the sequence of the knoxels that compose them. In this sense, the C'S
framework can be considered a particular kind of recognition by components,
in which the primitive shapes and their relationships are expressed in terms
of entities in the conceptual space. By analyzing the top of Fig. 5, it is
evident that the description of objects in terms of primitives and of their
relationships has an immediate counterpart in C'S, in the sense that the
C'S representation can be easily mapped on a graph according to the RBC
approach.

However, if compared to traditional RBC' representations, knoxel se-
quences implicitly encode the relationships among knoxels. In this way,
an explicit treatment of the relationships as in the RBC' approach is not
mandatory. Furthermore, C'Ss allow for the definition of metric functions for
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evaluating the similarity between shapes, and this aspect is not immediately
available in traditional RBC' models.

3.3 Chorus of Prototypes

According to the Chorus of Prototypes (CoP) approach [10], a generic object
O’ is represented as the set of the distance measures dq, ds, ... ,d, of O’ from
some a priori stored objects O1, O,, ... ,O,. Such distances are computed by
means of suitable neural networks. In this way an object O is represented
exclusively in terms of its relative position with respect to a set of a priori
known objects in a suitable space. (see Fig. 9).

Figure 9: A pictorial representation of the Chorus of Prototypes approach.

Both the C'oP approach and the C'S approach are based on metric spaces,
where objects are represented in terms of the points of the space. However,
in the C'oP approach the coordinates of the points are not explicitly relevant,
in the sense that they do not correspond to features of the objects. On the
contrary, in the C'S approach the coordinates of the knoxels act as effective
features, and they have a precise meaning and a precise interpretation at the
symbolic level.

In both the approaches the distance between points is significant, and it
plays the role of a similarity measure. Thus, both approaches allow for the
identification and classification of known objects and for description of un-
known objects in terms of their similarity with previously known prototypes.

However, the C'oP approach does not take into account the parts of the
objects: an object, as in the feature space approach, is considered as an
unanalyzed whole.
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4 Conclusions

Conceptual spaces appear to be a well motivated framework from the point of
view of cognitive evidence [12], that generalizes the most common approaches
to high level computer vision. In particular:

e [t is a feature based representation that is consistent with the use of
known algorithms for the identification and classification of objects.

e [t is a representation based on parts, allowing for structural description
of objects.

e [t is a metric representation, allowing for the definition of similarity
measures between shapes.

There are many open problems in the research on conceptual spaces as an
approach to high level artificial vision. An example is the correct definition
of the dimension of conceptual spaces. This point is related to another com-
plex task, namely that of defining suitable metric measures, able to capture
relevant relations about shapes.

Nevertheless, we maintain that the conceptual space approach is effective
and promising, in that it allows to generalize the main proposal developed in
the field of high level computer vision. In addition, conceptual spaces offer
a theoretical framework for the development of a conceptual semantics for
symbolic representations, that can account for the grounding of symbols on
the data coming from the vision system. In this sense, conceptual spaces
could give a relevant contribution to a better integration of artificial vision
and artificial intelligence techniques in the design of autonomous agents.
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