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Ranking functions, havingheir first appearanceunder the name ,ordinale
Konditionalfunktionen® in my Habilitationsschrift submitted 1983, had several
precursors of which | was onlincompletely aware, among themShackle’s
functions ofpotentialsurprise (se&hackle1969), Rescher'plausibility indexing
(see Reschet976), Adams’ e-semantics (see Adant975), Cohen’sinductive
probabilities (see Coheth977), Shafer'sconsonantbelief functions (see Shafer
1976, ch. 10)and Ellis’ rational beliebystems (se&llis 1979): Concerning the
actual genesis, however, their ancestor ReterGardenfors’early work onbelief
revision (see Gardenfor979, 1981)? This work inspired me enormously,
perhaps because | found there the dynamical perspective to be most salient, and so |
eventuallycame upwith the rankingfunctions. To my surprise, howevdrelief
revision theory and ranking theory went mainly sepasatgs. | amnot sureabout
thereasons (I offer some speculatidmslow), but in any case believe that the
separation is unnecessary.

This paper intends to narratve gapfrom the side of ranking functions. tties
to do so in four parts. Section 1 starts by resurtiiegmutualcriticisms. Section 2
briefly introduces ranking theory arbw it reflects beliefrevision theory Section
3 tries to overcome the main reservation concerning ranking functions by discussing

1 One must bear in mind that the ideas of these au#ltexsten mucholder then thereferences |
have given suggest.

2 There is a huge amount fofither material whictstarts todevelop inthe seventiegand earlier)
andwhich is closely, but not so intimatekglated asthe theories mentioned: for instance the
Chisholm-Pollock-Lehrer account difeasiblereasoning(see perhapéirst of all Pollock 1990,
though the three authors must be distinguished, of course) and in particular such thedefesitas
logic, nonmonotonic reasoning, possibility theory etc. Besveyedperhaps in Gabbay et al.
(1994a).



the extent to which their structure is reflected in changing beliefs. Section 4, finally,
presents a representation of the intended kind.

My paper is far from giving aomplete account of the relation betweanking
and beliefrevision theory. Mypoint is rather only a conceptual one — ranking
functionscan take AGMshape! —, and therefore | am happy with offering one
plausible connection, leaving rocior variations and improvementall proofs of
theorems and other observationstie paper are more dess onthe level of
exercises; | have omitted them.

1. Mutual criticisms

My two main criticisms of belief revision theory have stayed the same in the last
15 years.They weredirected againgbardenfors’early papers,but as far as | see
they still apply to the AGM theorfcf. Alchourron etal. 1985)and to the more re-
cent development&f. Gardenforsand Rott1995, Rott 1999a, or Hanssot998,

1999).

The first point is the well known problem of iterated belief revision. One must be
aware thathis is not just some important problem; itvsal to belief revision
theory. As long as it is not solved, belief revision theory does not deserve its name,
since it does not specify dull dynamics (or kinematics) of belief. Ranking
functions have been my answer to this problem (see Spohn 1988). The problem has
also been attended to in the AGM framewplut neitherhasthe problem received
the central role itdeserves, nocan |find the existingproposals convincing.
Ranking functionsstill strike me as the morelegantand powerful solution;
however, | do not want to engage now into a detailed argument abdut this.

The second point ithat beliefrevision theory does ndiave an adequate notion
of doxastic dependence and independence, i.e. of irrelevance and positive and nega-
tive relevance. The most natural notion of independence in belision theory is
the following: Y is independent of relative to the beliebet K and the revision
operator * if and only if revision bg and by-¢ does notaffect the doxastistatus

¥ See Boutilier (1993, 1996Parwiche and Pearl (1997), Hansson (1992, 1998ghmann
(1995), Nayak (1994), Nayak et al. (1996), and Rott (1998, 1999b).

“ | am surprised, however, to see that revision methods like that of Boutilier @r@33i)l under
discussion, although they were envisaged alreadypohn (1988, sect. 3ndfound to be clearly
inadequate.



of Y as being believed or disbelieved or neithes;, if and only if it holdsthat
Y OK*e iff ¢ O0K*=¢@ and-y O K*g iff =@ O K*-@. However, as |
mentioned inSpohn (1988, p120; cf. also 1983, footnote 18), this is toomuch
independence; ientails, for instancethat each sentencéy believed inK is
doxastically independent of each senteqpaeither believedhor disbelieved inK.
Rather such @ should possibly beositively (or negatively) relevant tsuch ay.
For instance, |1 do not know whether the candidate speaks Fregpgbr(not, but |
believe (because dfer other qualitiesjhat shewill get the job (=). But since
speaking French is aadditional qualificationfor the job, ¢ is intuitively an
additional reason or positivelyrelevant for . | am not aware of any more
sophisticated accounts of doxastic dependence and independence within the AGM
framework which would fare essentially better.

The point is a philosophically consequent@ie. Since Gettier(1963) an
enormously rich,but also often frustratingliscussion hasleveloped about the
nature ofknowledge justification and relatedhatters. | find it obvioughat belief
revision theory is highly relevant to thikscussion;the lattercould indeed profit
from the former invarious respectslherefore | applaudll attemptssuch asRott
(1999a) or Olsson (1999a,b) tealize this profit. However, |think that these
attempts are severely handicapped from the outset dadkef aworkable notion
of doxastic dependence and independence.c@®yrast, my favorite, and, as |
believe, successfxplication of the relation of being reason is simply positive
relevancgcf. Spohn 1983, 1997/98, 1999rovided it is based on adequate
account of relevance.

A related consequence is this: The theory of Bayesiansetse.g., Pear|1988
or Jensen 1996}he beauty andsefulness of which haseen fully recognized in
Al, but hardly in philosophical epistemologgntirely depends orthe suitablepro-
perties of conditional independence which can be graphically represented by so-cal-
led d-separation. Probability theory yields such properties, ranking theomelbs
(cf. Spohn 1988, sect. &nd 1994); hence, Bayesian net be developed in
probabilistic as well as in rankinterms. But thereseems no way to draw a
connection to belief revision theory.

The two criticisms are clearlyconnected. | do not have a striatgument
generally showing that the failure ératedrevision entails an inadequajeasp of
independence. Buhe source ofthe two problems ighe same in belief revision
theory, and they vanish at once in ranking theory.



| am lesscertain about theonversecriticism; there is apparently noublished
argument. From discussions, howevemnfér that there aréwo main criticisms,
one about the logical format and one from operationalism. Let me explain.

First, belief revision theory provides &gic of the operators studied by it,
whereas ranking theory does not have the formlogia atall. Thus, philosophers
who are used to conceive thie theories assue as a branch philosophical logic
are automatically deterred kyanking theory. In particular, Bbpgical system is
usually is ennobled by a completeness theorBsiief revision theory indeed
provides a number of sudompletenessesults’ By contrast, it isalready unclear
what completeness could at all mean in rankirepry. This is a seriousomplaint.

But itis, in a way, avariant of thesecond criticism, séhat myresponse to the
latter, which isthe mainbusiness of this papewill at the sameime answer this
complaint as well.

The second main criticism concenhe cardinal structure ofinks whichmakes
people feel very uneasy; this structure appears to be a mystibeouvstical make-
up lackingsober foundationsThe basis of this uneasinegs | suspect, &ind of
operationalism: According to it, the primary data of epistemology are the beliefs of a
given subject; theyprovide, as it were,the observationalbasis of any
epistemologicatheory. They may be thought to do so either because beliefs are
taken to be somehow introspectively accessible or becausarthégken to have a
clearand direct behavioral manifestaticsgy, insincerespeech. Soany theory
which talks only about these primary data is fine; to assume less accessible structure
is legitimate according to the operationalist attitude ontief structure isomehow
uniquely reflected in the primarglata; insofar it is not so reflected, it is an
unsupported posit.

Belief revision theory perfectly meets these operationaiandards. In its
axiomatic form it speaks only of the beliefs of a subject as they are befoedtemd
some doxastic operation like revision or contraction; the only hypothetical element is
that all possible revisions etc. are considered which by far exceed the actual ones. In
its semantic form itspeaks ofadditional structureslike choice functions (over
models or in some sens@aximalsets of sentencegntrenchmentelations,etc.,
but then itgoes on to show howhese structureare uniquely manifested in the
changing beliefs. This igrecisely the point of the above-mentioned completeness
results which turn into representation theorems utiterpresent methodological

® This was, in a way, the essential achievement of Alchourrdn et al. (1985), the birth of the AGM
theory, which has found many variations since then.



perspective. No comparable achievements seem available for réumkatigpns, and
as long as this iso, they cannot be acceptém such aroperationalist point of
view.

| havetwo responses to this criticisriirst, | think that | was not unfair in
characterizing the attitude guestion as (kind of) operationalistic. 8w obvious
comment is that operationalism is dead since 30 or eveye&f,and for good
reasonsRepresentation theorems aheis not necessary for renderitiggoretical
concepts meaningful; would be wrong to discard taeory merelyfor want of a
suitable representation in (quasi) observatioisims. This isnot to saythat
representation theorems are nseful. They are; theyell when ouraxiomatic and
semantic intuitions coincide and mutually support each other. This is géoodwg
but it does not make them indispensible.

This is the offensive response which | take, however, tonbenvincing in the
present context. So | add, secondly, a defensive response which is thiattys
quite straightforward to establish representation theorfeamsanking functions as
well; their theoretical structure is also uniquely reflected in chargghigfs. This is
what | want to explain in the rest of the paper.

2. Ranking functions, revisions, and contractions

To this purpose we have to formally introduce ranking functions. To keep things
simple | restrict everything to be finite. So Wtbe a finite set of basic possibilities
(possible worldsiandlet all subsets oiV, denoted byA,B,C,D,E, andF with or
without subsripts, be propositions. denotes theomplementV \ A of A; often |
abbreviateAn B by AB.

Definition 1: K is a ranking function (for W) iff Kk assigns toeach non-empty
proposition a natural number as its rank such that fa, &l

(@) either(A) = 0 ork(A) = 0 (or both),

(b)  K(AOB) = min {k(A), K(B)}.

For AnB # @ theconditional rankof B givenA is defined as:

(c) K(B|A) =k(AnB) — k(A).

Finally, define thecoreE of k as

(d) E={wOW|[k({w}) = 0}.



Ranks represent degrees of disbelief. HeAds not disbelieved ik iff K(A) =
0, disbelieved i iff K(A) > 0, and believed i iff A is disbelieved irx, i.e. iff
K (A) >0 or iff Ais a superset of the coe Thus, wemay define the belief sét
associated witlk as the set opropositionsbelieved ink, i.e. K = {A | EDA}.
Obviously, there is a one-one-correspondence betbeleaf sets andcores. Ifind
it easier to proceed in terms of cores instead of bedief. Due to(b), therank of a
proposition is the minimum of the ranks of its singlesabsets — a useful property
| shall occasionally exploit.

The formal explication of doxastic dependence and independencbeadime
important later on:

[positively relevant [
Definition 2: Letk be a ranking functionThen A is E irrelevant % to B

Ehegatively rel evantH

[k(B|A) > k(B|A) or k(B|A) < k(B|A)D
relative to Kk iff E<(§|A) = k(B|A) and K(B|A) = k(B|A)G i.e. iff
«(B|A) < k(B|A) or K(B|A) > k(B|A)[
B«AB) + K(é?) < K(A?) + K(éB)S %positively relevantE
[K(AB) + kK(AB) = k(AB) + k(AB)[} Moreover,Ais [J irrelevant 0
X(AB) + (AB) > K(AB) + k(AB)S Hhegatively relevant]

to B given Crelative tok iff these clauses holfbr the corresponding rank&ddi-

tionally) conditional orC.

Of course, (conditional) irrelevancett®e same as (conditionajdependence. The
equivalence of the two defining conditions is easlhcked.The first condition di-
rectly expresses the intuitive meaning of relevance and irrelevaheegagshe se-
cond condition willlater prove to be useful; it alsehows the symmetry of
irrelevance and positive and negative relevance. The inadequacies mentioned with
respect to beliefevision theory inthe previous sectiorare obviously avoided by
this definition.

How to accountfor doxastic changes within thiodelling? InSpohn (1988) |
argued to conceive of it in close analogy to generalized probabilistic
conditionalization invented byeffrey (1965, ch. 11)Thatis, if one is informed



aboutA (and nothing else}then theranksconditional onA and conditional onA
should not change at all. This leaves little freedom; only the restrictiomoofA can
be shifted relative to the restrictioniofo A. In Spohn (1988) argued furthethat
there is no objective measure ladw large theshift shouldbe; rather, one and the
same informational content can come in varistiengthsand therefore the size of
the shift should be a free parameter of the doxastic change. Hence, | defined:

Definition 3a: Letk be a ranking functionA a non-empty proposition, anda
naturalnumber.Then theA,n-conditionalizationk, , of Kk is defined byk, (B) =
K(BJA) for BOA, K,,(B) = K(B|A) + nfor BOA, andk,.(B) = min {K,.(AB),
Ka.( AB)} for all otherB.

Here, the parametercharacterizes the result of the doxastic changa;nrcondi-
tionalization the rank oA is shifted to 0 and the rank & to n. As Shenoy (1991)

has observed first and several others after him, it is in a way more natusa toe

free parameter for measuring the size of the shift and not its result; only then it is ap-
propriate to describe the parameter as characterizing solely the informational
cess. Then we get:

Definition 3b: Let kK be a ranking functionA a non-empty proposition, anda
natural number. Thethe Aln-conditionalizationk ,,, is defined by, (B) = k(B) —
m for BUA, wherem = min {k(A),n}, K,,(B) = K(B) + n —m for BO A, and
Kan(B) = min {K,,(AB), KAln(ﬂB)} for all otherB.

As intended A improves here its rank in comparison Aoby exactlyn units. Of
course, the two kinds afonditionalizations are interdefinable; , = K, with m =
K(A) +n, from which the converse relation may be inferred.

The essential point of thesmiles of doxastic change ithat they can be
unrestrictedly iterated; the result of conditionalizing a ranking function is a ranking
function, which can be subject to further conditionalization.

Thereby we can immediately integrate bet@fision theory into rankingheory,
as | have mentioned in Spohn (1988, footnote 20).

Definition 4. Letk be a ranking function with coreé. Then define theevision
E*[Alof E by A# @ relative tok to be the core ok, for somen > 0 and the



contractionE + [ACof E by AZW relative tok to beE, if En A # @, and to be the
core ofk,,, if EO A,

It should beclear thatthis captures within ranking theory what weuitively
intend revision and contraction to be; it should also be clear that the result of a single
revision does not depend on which> 0 is chosenThe definition perfectly
corresponds to revision and contraction as conceived in belief revision theory.

Theoreml.:

(a) @#E*AODA,

(b)  if EX[AON B # @, thenE*[AnBO= E*[AON B,

(c) fEn A#@,thenE+[AD=E,

(d) ifEOA, thenE+ AN A=E,

(e) E+AnBIOE=+[ADE-= MBI

()  if E+AnNBOn A # @, thenE + [AOD E + [AnB0
(9) E*AD=E=[AON A

(hy E=+MAC=EOE*CAQ

Comparenow (a) and (b) oftheorem 1 withthe eightrevision postulates of
Géardenfors (1988, sect. 3.3):

(K*1) K*@=CnK*q) (Closure),

(K*2) O K*@ (Success),

(K*3) K*oO CnK O {@}) (Expansion),

(K*4) if =@ 0K, then CnK O{@}) [0 K*@(Preservation),

(K*5) if Cn(@) #L, thenK*@# L (Consistency Preservation),
(K*6) if Cn(@) = Cn), thenK*@=K* (Intensionality$,

(K*7) K*(op) O CnK*o@ U {4}),
(K*8) if = O K*q, then CnK*@ O {Y}) O K*(@hp).

(K*6) is implicit in my talking of propositions instead ofentences. (K*1) is
contained in the correspondence betwesemes andbelief sets. Given this
correspondence, Theorem 1(a) is equivalent to (K*2) and (K*5),Taedrem1(b)
is equivalent ta(K*7) and (K*8). (K*3) and (K*4) are entailed by(K*7) and

® In the belief revision literaturéhis property is called ,extensionality”, butthere is anolder
tradition according to which (K*6) says that the belief revision operator is intensional.



(K*8), anyway. So,(a) and (b) ofTheorem 1 are indeed equivalent to these
revision postulates.

Compare further Theorem 1, (c)-(f), with the eight contraction postulates of Gar-
denfors (1988, sect. 3.4):

(K+1) K+ = CnK=+q) (Closure),
(K+2) K+ O K (Inclusion),
(K=+3) if 0K, thenK O K+¢@ (Vacuity),
(K+4) if @0 K+, thengp I Cn(D) (Success),
(K+5) KO CnK=+o O {@}) (Recovery),
(K+6) if Cn(@) = Cn{p), thenK+@ = K=+ (Intensionality),

(K+7) K=o n K= OK = (o),
(K+8) if O K + (P ), thenK + (@) ) O K+¢.

Again (K+1) and (k-6) are implicit in my framework. And due to the
correspondence between cores aetef sets, (K-2) - (K+5) are equivalent to
theorem 1, (c) and (d); and (e) and (f) translate7jkand (k-8). So, again(c)-(f)
of Theorem 1 are equivalent to these contraction postulates.

Finally, (g) oftheorem 1 iobviouslythe Levildentity, and (h) ishe Harper
Identity.

Indeed, theorem 1 isall that follows from the definition of revision and
contraction in terms of ranking functions; no stronger properties of *azah be
derived. This is an ambiguous assertion in vievthefextensivaliscussion of the
Gardenfors postulates andany variants ofthem. It can either beused as
confirmation of these postulates, as | tendido Or itcan conversely be viewed as
disconfirmation of ranking theory, if one thinksat thesgostulates are therong
ones.

How do we knowthat Theorem 1 is completdhis becomeslear when one
realizes that a ranking functierembodies an epistemic entrenchment relais
at most as entrenchedAselative tok iff B is at least astrongly disbelieved i&
as A, i.e. iff k(B) = k(/A). This entrenchment relation shows up in contractiBns:
is at most as entrenchedAdf B [ E + [ABL And it has justhe propertiesvhich
are revealed completely in the contractmstulatesK+1) - (K+8).” Moreover, it
is obvious fromDefinition 4 that therevisions and contractions prescribed by a

” For all this see Gardenfors (1988, sect. 4.6).
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ranking functionk depend exclusively on the entrenchment relatiotailed by it.
Hence, theorem 1 is indeed complete.

3. Ranking functions and iterated revisions and contractions

Al this is well known for more than teryears® So far, hence, whave arrived
at the resultthat theordering of disbeliefentailed by aranking functionk is
uniquely reflected in single revisions and contractions as characterized in theorem 1
via the equivalence:

(Ord) k(A)<k(B)iff BOE+TABO

This amounts, conversely, the negative fact that ranking function itself cannot
completelyshow up insingle revisions and contractions, simply becaosay
different gradings of disbelief result ihe sameorder of disbelief. Sdhe further
strategy isclear: if wewant to find out about aomplete manifestation afinking
functions in changing beliefs, we have to look at iterated revisions and contractions.
This is no surpriseafter all, this isthe use ranking functions were designied,

hence they should prove in this use. Of course, we thenatey a large field of in-
quiry; one may think of many desirable or undesirable properties of such iterations.
It is certainly beyond my power to provide a full investigation of this field; so I shall
be content with offering a feplausiblepaths,since they are sufficient to establish
my point.

Let me start with a very trivial observation. Revisions and contraatateis/e to
ranking functions were based in definition 4 tbie conditionalization explained in
definition 3a. Of coursethe other conditionalizatiogives rise tdelief change as
well.

Definition 5: Letk be a ranking function with coré. Then define thenfinimal)
enhancemeriE'[ACof A # @ inE relative tok to be the core of,, .

By a minimal enhancemei getsminimally better entrencheok, respectively, A
gets minimally worse entrenched. Thus, enhancement is not revisiGi) i# 1 or

& Actually, the basic facts are already contained, in somelifiatent, though entirelydifferently
interpreted terms, in Lewis (1973).
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kK(A) > 0, E‘lIAO= E, i.e. nothing changes on theurface. Ifk(A) = 1, the
enhancement oA is, in effect, acontraction byA; and if k(A) = k(A) = 0, the
enhancement @k is an expansion b.

Enhancements cavbviously beiterated in the samway asconditionalization.
Hence define BA,,...A.,,0= E*[A,,... A (A, ,,[] Moreover, a proposition can
be enhanced sevetiines. Hence defineE™ A= E*[A,...,A(n times). Now the
trivial observation ighat thegrading of disbelief is uniquely reflected iterated
enhancements:

(Grad)k(A) = n> 0 iff E™AC= E andE O E"'[AL andk(A) = k(A) = 0
iff E'IAC=E n A.

Furthermore, | see ng@rincipal difficulty in giving a complete ,behavioral
description of iterated enhancements.

So, this alreadysolves our problem. It is a disappointing solution,cotirse.
The measuring rod enhancements provide is certainly unacceptable from the point of
view of belief revision theorysince single enhancements have usually no ,beha-
vioral* consequences at all; only the appropriate number of enhancements has.

Let us hence lookfor a more convincingsolution. One remark, though:
Intuitively, enhancementsiakegood senseThe following story is not unusual: |
strongly disbelieveA. Now one sourcdells me thatA. This cannot dispel my
disbelief. The nextsource also affirmshat A. | am still reluctant to give up my
disbelief. Butthere comes the pointherethe number of affirmationsutweighs
my disbelief, provided thegre independent aratcumulateenhancementsience,
epistemology is well advised to account for such cases. Probability theadle i®©
do so (if weneglect the problem dfiow atall to give a probabilistic account of
belief anddisbelief), ranking theory asell, but beliefrevision theory apparently
not. | grant, of courseahat it isvery artificial to turn such caseimto a measuring
device for ranking functions.

Where to lookfor a better representation eénkings inbelief change?et us
return to revisions and contractions as specifiedddfinition 4. Given the
underlying ranking functiom, they can clearly be iterated as wét[A,,... A, ,,0
=E*[A, ...A A, and likewise for contraction. Note thatditl notmatter how
we fix the parameten > 0 implicit in asingle revision (whichwas defined via
A,n-conditionalization). But, of courséhe parameter makes a lot of difference for
iteratedrevisions. For studyinghem weshould thus fixthe parameter to be the
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same inall revisions consideredyreferablyn = 1 throughout. Howeverthis
imports a cardinal arbitrarinesghich may compromise the investigatidrom the
outset. By contrastterated contractioroes not depend in this way ambitrary
decisions; definition &uffices to uniqueldetermine it relative to a giveranking
function. This consideratiofeads me tqursue our question solely ierms of
iterated contractions.

Let us observe, first,that iterated contractions aret reducible to a single
contraction.The only tempting thoughinay be thak + [A,Blis the same ak +
[AUBL But of course it is note + <ALB> must not contairthe belief thatA[1B,
whereasE + [A,BlO0must onlydelete thebeliefs inA and inB, but may retain the
belief in AUB.

A bit lesstrivial is the observatiorthat iterated contraction is eveot reducible
to (simultaneous)nultiple contractionwhich hasbeen inquired in belief revision
theory by Fuhrmann and Hansson (1994). On pthé¢ mention that multiple and
iterated contraction cannot be the same because the order of contractianatteay
in an iteration — Hansson (1993, p. 648) has a nice example in ednuhutativity
of iterated contractions intuitively fails —, but not imaltiple contraction irwhich
all propositionshave to be contracted ahce. This isconfirmed in ranking theory
which also entails the non-commutativity of iterated contractions:

Theorem?2: E + [A,B E + B,Aliff EOA,B, K(B |A) = 0 ork(A |B) = 0, and
K(B|A) < k(B]|A) (which is equivalent ta( A|B) < k( A| B)).

Constructingthe proof showspreciselyhow the failure of commutativity comes
about under these conditions. Roughly, the point isAh&positively relevant td®
(andvice versa) andhat the additionatonditions thushave the effect eithehat
AB is disbelieved (or ,ifA, thenB* believed) after contractinfirst by A and then
by B, but not after the reverse contraction, or tA& is disbelievedor ,if B, then
A believed) after contractinfirst by B and then byA, but not after the reverse
contraction (or that both is the case).

This observation raises twissues. Firstthere is theside question whether
multiple contraction can also be explained in terms of ranking functions. ¢as, it
Suppose that4,,... A} are to be contracted from the cdfef k (all of which are
assumed to bbelieved inE, in order to avoid triviality). Choice contraction of at
least one of\,,... A, may then be defined as the single contractiopfi...n A,
as Fuhrmann and Hansson (1994, p. 72) have obsdPaellage contraction of all
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of A, ...A, may be defined in the following wayet B,,..., B, be those atoms of
the Boolean algebra generated b4, {...,A } which are subsets ofA,0...0A,.
Clearly, all of B,,...,B,, are disbelieved ix. Let C, be theunion of the least
disbelieved of thesatoms,C, the union ofthe secondeastdisbelieved, etc., and
C, the union of themost disbelievedNow contractk first by C,, then byC,, and
so on until none oA,,... A, is believed any moréhis procedurenay stop before
one hasreachedC,). The coreE' of the resulting ranking functior' may then
finally be defined as the package contracton {A,,...,A.}. Thus onemay prove
that package contraction so defirgatisfiesall the postulates listed iffuhrmann,
Hansson (1994, pp. 50-55), i.the postulategsuccess), (inclusion), (vacuity),
(relevance), (failure), and (uniformity) in the packagesion. These postulates do,
however,not completelycharacterize package contractionda$ined,because they
generalize only (K+1) - (K+6); the appropriate generalization&efr) and (K+8)
are only conjectured in Fuhrmann, Hansson (1994, pp. 55-57).

Mainly, however,theorem 2suggestshe question how aloxastic dependence
or independence betweé@nandB shows up interatedcontraction.The answer is
straightforward: At least one &, AB, AB, or AB must have rank 0Suppose
K(AB) = 0 (if one of the other conjunctionsas rank 0,the corresponding
assertions hold). Then we have:

(PosRel) A is positively relevant t® w.r.t.k, i.e.K(AB) + K(AB) < K(AB) +
kK(AB) iff E+ [A,BO0 AOB or E + [A,BO0 AO B or both, i.e.iff ,if
A, thenB" or ,if B, thenA" or bothare believed irE + [A,BO(or, for
that matter, irE + B,A).*°

(NegRel) A is negatively relevant tB w.r.t.k, i.e.K(AB) + K(AB) > K(AB) +
K(AB) iff E + [A,BO0 AOB, i.e. iff ,if non-A, thenB" is believed in
E + [A,BJ(= E = [B,AD.1

(Irrel) Alis irrelevant tdB w.r.t. K, i.e. K(AB) + K(AB) = K(AB) + K(AB)
iff none of ADB, A B, AOB, and AOB is a superset d + [A,BO

® Sven Ove Hansson tells me that he does no longer believe in these conjectures.

10 At least one of the material implicationskislieved inE + [A,Biff at least one of them is
believed inE + [B,Al] Theorem 2 only says that there maydiféerencesconcerning whictone(s)
is(are) believed after the two contractions.

1 The apparent asymmetry between (PosRel) and NegRel) comesdabaugeur starting point
K(AB) = 0 entails thatAB is not disbelievedandhence,if A, then nonB* not believed inE +
[A,BL
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(= E+ B,A], i.e. iff none of the material implications betwe®eor A
andB or B is believed irE + [A,B0

What these conditions do, hence, is precisely to prgwaperational“ definitions of
doxastic dependence and independence. And they do so, | findinituitvely ap-
pealing way:SupposeAB is not disbelieved. ThuseitherA nor B is disbelieved,
but possibly bothare believed. Contraction byA then results in a doxastgtate
which is neutral o, i.e. in which neitheA nor A is believed. Likewisegontrac-
tion by B results in astatewhich isneutral onB. Hence,iterated contraction by
and byB (in either order) results in statewhich isneutral onboth, A andB. But
possibly somenaterial implicationdetweenA or A andB or B survive,and the
kind of dependency betweénandB shouldmanifest itself precisely in which of
these implications survive; in particular, independence betwemmd B should ob-
tain precisely if none of them are maintained, as (Irrel) says.

We can immediately extenthese conditions to ,behavioral* definitions of
conditional dependence and independef@msiderthree propositionsA, B, and
C. At least one of the conditionabnks k(AB|C), K(AB|C), k(AB|C), and
K( A B|C) must be 0. Assume without loss of generality #{AB|C) = 0. Then we
have:

(CPosRel) A is positively relevant t® givenC w.r.t.k, i.e.K(AB|C) + k( A B|C)
<K(AB|C) + k( AB|C) iff either ADBOC or AUBOC (or both) is a
superset of, i.e. believed ih+ [C, ADC, BOCL

The corresponding conditions (CNegRel) and (Clrrel) holccémditional negative
relevance and conditional irrelevance.

These conditions look somewHass perspicuouthan theprevious ones. The
effect of the threefold appearance ©fin the iterated contraction is to restrict all
doxastic changes to (the possibilities @) and then the point is quite tlsame;
(Clrrel) says, for instancdhatA andB are independent give@ iff none of the
material implications ,ifC andA', thenB™ (A' O {A, A}, B' O {B, B}) survives
the three contractions.

The six conditions from (PosRel) to (Clrrel) are assertions about a ranking func-
tion k. But as | suggestethey arealso plausible assertions about (un-)conditional
dependence and independence in an intugeese.This raises urgent questions:
What are, intuitively, the properties of doxastic dependence and independence? Or,
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if that makessense,what shouldthey rationally be’Answers wouldhave many
consequences forerated contractions (via theseonditions) and foriterated
revision (viathe Levi ldentity). Conversely, howare iterated contraction and
revisionintuitively or rationally to be expected to behav&®ain, answers would
determine a lot about doxastic dependence and independence. Either way, | have the
discussion where | want to have it. Belief revision theory must think about doxastic
dependence and independence and their properties; otherwisboitind to be
insufficient on its home field, revisions and contractions.

4. A Representation Result

Relative toranking functionsanyway, doxastic dependence and independence
are clearly defined and hence their ,behavioral“ consequences uniquely determined.
| do not want to engageow into an argument about the intuitive expectedness or
acceptability of the properties of ranking dependence and indepenGamzally,
one can say that they are (almost) the same as those of probabilistic dependence and
independence and agree witie graphical criterion ofi-separatiod? Hence, the
question of intuitive acceptability is the same for both frameworks.

In this final section | rather want taddressthe question whether our
observations open a way focampleteoperational definition of rankinfunctions,

i.e. to which extent rankingfunctions are conversely determined by suitable
properties of iterated contraction via (Ord) and (PosRel) — (Clrrel). This seems to be
a standard problem of measurement theory. Hence one should look for advice in the
theory of difference measureme(af., e.g. Krantz etal. 1971, ch. 4) or in the
theory of probability measurement (cf. Domotor 1969, Krantz dt%11, ch. 5, or

Fine 1973, ch. Il)which proceeds from comparisons of unconditional and/or
conditional probabilities and/or a qualitatively given independence relation.

However, it wasot clear to mehow to carry over these parts ofieasurement
theory.Onereason ighat a complete axiomatization of conditional dependence or
independence by itself is apparently siilknown (cf. Spohn 1994 Another rea-
son is that, ifmeasurement is based on probabitiynparisonsthe usual route is
to identify so-calledstandard, i.eequally distanced sequencémwever,ranking
function would lose their point, if they had to embody standard sequences.

12 Almost* refers to the fact that only some veday-fetched differencesave beerliscovered. Cf.
Spohn (1994).
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Still, it does notseem so difficult to achieve a representation of ranking
functions; after all, things are vastly simplified by the thet only naturalnumbers
are possible measurement resultslebais start from some ordering of disbelief
which is reflected in contraction via (Ord) aftidm some conditional non-negative
relevanceelation, denoted a8AB|C, which isreflected in iterated contraction via
the disjunction of CPosRel) andClrrel). The goal then is to thereby represent a
ranking functionk suchthatfor all A,B,C: A<B iff k(A) < k(B) and AAB|C iff
K(AB|C) + K(ABJIC) < K(AB|C) + k(ABJ|C). | am content with presenting one
inelegant way to achieve this goal; it is certainly open to improvement.

First, the necessary propertiessodire obvious (wherd=B is defined a®\<B
andB<A, andA<B asA<B, but notB<A):

(1) <is aweak order, i.e. transitive and connected,
(2) if A<B, thenA=AOB.

This entailsthat there is asequence of non-empty propositioEs...,E, which
partition W such thakg<...<g, andA=E; iff AnE; # @ andAnE = @ forall i <
(and henceA=E; for all non-emptyAlJE)). Thus,< is completely captured by the
sequencé&,,... E,, and we need only determine the rank&gf.. E..

Here, conditional non-negative relevance may help inftlewing way. First,
we can reduce any sucklevance to one amomgopositions constructed from the
sequencé,,... E, . Let A,B,C be any thregropositions.Then there must bgj,
klsn suchABC=E,, ABC=E, ABC~E,, and A BC=E,. We mayassume without
loss of generality tha, < E,E,E,. If E<E or E<E, should bethe casethenA is
obviously positively relevant tB givenC. This is stated in a necessary condition:

(3a) ifE<E orE <E, thenAAB|C.

Let us consider therthe other casavhere E,E < E,. Again, without loss of
generality we may assume tiiak E < E < E. Now define:

F, =E0..OE,
F, =ED..OE,,
F, =ED..0E,0E0..0E,,.
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Then, we obviously haveF,F,, = E, FF,F,, = E, F,F,F;, = E, andF F, F,
= E,. This entails the further necessary condition:

(3b) if E <E <E <E, thenAABIC iff F, AF,,|F.

Hence, wecan confineourselves to considering only sutiples of F-propo-
sitions. They can baised tomeasure theank distances between members of the
sequencé,,...E, in the following way:Let ussaythat the distancbeweenE, and
E., is minimal iff for allk>i F,AF,,,..|F andforalk>i F AF.y..| F. If
one observes first the intended representation of non-negative relevarsecand
the fact thatAAB|C expresseshe conditionalnon-positiverelevance ofA to B,
then it becomes clear that this definition captures the intuitive meaning.

If the distances betweds) andE,, wereminimal for all i = 0,...n-1, thenE,,
....E, would indeedform a standard sequence and we wernshed. However, to
require so much minimalityvould be uninterestingly restrictiveThe following
structural condition is much weakéfor which we define ACB|C, i.e. A is
irrelevant toB givenC, iff AAB|C and AABJC):

(S) Whenever the distance betw&eandE, , is not minimal, then there akeand
| = k+2 such thaf, OF,,,, |F, if k>i, andF, OF,,,| F, if K<i.

Numerically, (S) has the effect that each non-minimal distance sutheofsmaller
distances and thus in the end a unique multiple ofrtingnal distance. Clearly, (S)
is a non-necessary condition; relatiehandA induced by some ranking function
may or may not behave according(®). But (S) is sufficient for representing
ranking functions:

As | said, (S) uniquely fixes somes functiotefined forfilj Owith i <j < n such
thatf(i,i+1) = 1iff the distance betweeR andE,, is minimaland suchthatf(i,j)
measures the distance betwé&eandE; in multiples of theminimal distance How-
ever, it does so only ifion-negative relevance vgell-behavedSo, given (S), the
following condition is also necessary:

(4)  F AF, |F,iff 1) > f(k,).

So, all this sums up to the following
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Theorem3: Whenever the relations and A satisfy conditions (1) - (4) an(b),
then there is a ranking functiensuchthatfor all A,B,C: A < B iff K(A) < k(B)
and AAB|C iff kK(AB|C) + k(A B|C) < k(AB|C) + k(AB|C). There is only one
such ranking functiox' suchthatk'(E,,,) —K'(E,) = 1 if the distance betweds
andE,, is minimal. Ifk" is another ranking function thus represented, there is
some natural number > 0 withk" = oK'

Hence, ranking functionare measured on ratio scales; marequenesscould
obviously not be expected.

Of course,not eachranking function may be uniquely representedhis way.
For instance, ih = 2, i.e. ifk distinguishes only three rank¢E,) = 0, k(E,) = X,
andk (E,) =y, then the above machinery helps to determine whegreydr 2x <
y or >y, but if one ofthe lattertwo holds,there is nothing to furthedetermine
x. Still, theorem 3 can anshould be improvedStructural conditions weaker then
(S) may do aswell, and thenecessary conditions (3) and @n andshould be
expressed in a nicer way.

But formal optimalitywas not my aim here.The point of the exerciseas only
to show that there are conditions sufficient for representation, namely the conditions
(1) - (4) and (S), whiclareexpressible in terms af andA*® andthus, via (Ord),
(CPosRel), and (Clrrel), ultimately in terms of iterated contractions. Héaczed
contractions alone suffice for fixing the structure of ranking functibns.
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