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What is the nature of speech intentions? In a previous Psychological Science article (Lind, Hall, Breidegard, Balkenius, & Johansson, 2014b), we introduced real-time speech exchange (RSE), a technique that allows researchers to covertly manipulate auditory feedback so that participants say one thing but hear themselves saying something else. We used this technique to test contrasting predictions from comparator models of speech production, which assume clear preverbal intentions as benchmarks for feedback monitoring, and inferential models, according to which speakers use auditory feedback more actively to help determine the meaning of their utterances (e.g., Dennett, 1991; Hickok, 2012, 2014; Levelt, 1989; Linell, 2009; see also Lind, Hall, Breidegard, Balkenius, & Johansson, 2014a). Meekings et al. (2015) think our study is a timely attempt to tackle the core issue of speech intentions, but they present three critiques of our conclusions. We address each in order.

First, Meekings et al. disregarded our exclusion criteria and recalculated the frequency of detection of the manipulation, arriving at a figure of 73%. On the basis of that number, they conclude that auditory feedback is unlikely to be a prime mechanism for self-comprehension. As our study was the first exploration of a new phenomenon, there was no objective standard regarding what to report, and we welcome any discussion about the criteria that are relevant to apply when describing RSE data. Unfortunately, however, Meekings et al. present no arguments for ignoring our calculations.

We excluded data from trials following detection of the manipulation because following such detection, participants actively searched for manipulations, and our aim was to investigate the everyday use of, not the maximum capacity for, self-monitoring. As we put it in the article, "the critical question for our investigation is the extent to which speakers rely on auditory feedback . . . in natural speech, when no helpful experimenters hang around to inform them about the exact need for self-monitoring" (p. 1203). If we had believed that it would be nearly impossible to detect the manipulations, then we would have modified the task to examine explicit error detection, telling participants about the exchanges and asking them to report what they actually said. But this would have measured maximum capacity under optimal conditions, and our results would not have supported any interesting generalizations to everyday language use. It makes little sense to analyze data from trials that came after participants had been alerted to the manipulation, as both comparator and inferential models would predict detection of the manipulation under such circumstances.

Similarly, we emphasized data from those trials in which the exchange fell within a specified timing window. Again, we fail to see why Meekings et al. ignored this timing criterion, as neither the comparator nor the inferential perspective would predict acceptance of the manipulated feedback when it arrives considerably out
of sync with actual speech. As we highlighted in Figure 2 of our article, the assumption that mistimed exchanges would lead to an artificial increase in detection was confirmed by the data: Exchanges outside the timing window were nearly twice as likely to be detected by the participants compared with exchanges inside the timing window. Thus, when the predefined conditions of the experiment were met, no more than 32% of the exchanges were detected.

Naturally, there are other possible ways of reporting the data. To avoid the issue of exclusion altogether, we could have reported the data from the first manipulated trial only, in which case we would have had a detection frequency of 38% (with 50% of these exchanges being mistimed). The reason we did not focus exclusively on these trials was that doing so would have removed interesting data about repeated nondetections without substantially altering detection frequency. We contend that what is important in the context of our experiment is not the exact percentages, but the basic finding that a large percentage of the participants failed to detect that their speech had been replaced by something they had said earlier. In future studies, we will aim for larger sample sizes so that we can analyze both the effects of individual differences in monitoring capacity and contextual factors that might contribute to detection levels.

Second, Meekings et al. argue that the feedback we used in the experiment differed from the usual experience of hearing one’s own voice, and that this invalidates our conclusions. Our RSE software did not simulate the perceived spatial location of self-speech, and we made no attempt to eliminate information from somatosensory and bone-conduction pathways. But this objection misses the point of the experiment. Our aim was not to distinguish between possible effects of self-produced and other-produced speech, but rather to test the comparator and inferential perspectives’ contrasting predictions as to whether the auditory feedback would be accepted as self-produced. The fact that other-produced speech sometimes influences self-perception, as noted by Meekings et al., is not a problem for the inferential hypothesis, but rather is part of the backdrop that inspires and supports it.

In everyday life, people do not indiscriminately assimilate all surrounding speech as their own, and both the inferential and the comparator perspectives acknowledge that adaptive error correction exists. Thus, had we used voice distortion that made the exchanged words sound like they were produced by a growling monster, and had the participants nevertheless accepted these wildly improbable insertions as being self-produced, this would have been a critical problem for all speech-production theories of which we are aware, the inferential model included. But within the restricted context of our experiment, the inferential model makes no principled distinction between a perfect simulation of a participant’s own voice and a reasonable estimate such as we used (Shuster & Durrant, 2003; see also Reinfeldt, Östli, Håkansson, & Stenfelt, 2010). Had we managed to include bone conduction and 3-D localization, then presumably the feedback would have been even more convincing, and the manipulation would have been detected on even fewer trials. But as our results show, these features were not needed to create a plausible manipulation. The identity of the voice used in the feedback is an interesting dimension to explore, but fully controlling this identity is not critical to our conclusions. We are happy to conclude that speakers listen to their own speech, or any other person’s speech if it is of sufficient contextual plausibility, to help specify the meaning of what they say.

Third, Meekings et al. suspect that, because of the special executive demands of the Stroop task, our results will not generalize to natural interactions. They write: “Stroop interference results from competition between the color of the text and the distractor. . . . Both are automatically processed and prepared for response production, and executive-control systems are required for the final response selection” (p. XXX). But whereas Meekings et al. see the Stroop task as a critical anomaly, we see it as capturing the underlying structure of speech production. Generativity in speech has to be accounted for by competition and interference, and the beauty of the RSE methodology is that it can test how selection is accomplished by the black-box executive-control systems that are taken for granted by the dominant comparator model (Dennett, 1991).

We agree with Meekings et al. that the Stroop task is problematic, but for the exactly opposite reason: It is unnaturally easy to self-monitor in this setting. This is so because (a) the task induces participants to be more vigilant regarding their performance than they are in everyday discourse; (b) there is an objective standard of correctness in the task, which is seldom the case for everyday speech; (c) participants have a visual short-term memory of this standard, as it has been displayed on the computer screen; and (d) participants learn after a long series of correct answers that it is highly unlikely for them to err. In our experiment, to satisfy the technical demands of RSE, we had to trade off naturalness of speech for the predictability and regularity of the response, but in future studies, in order to satisfy both ourselves and Meekings et al., we will aim to find more ecologically valid tasks to which we can apply RSE (see Lind et al., 2014a).
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